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Diese Arbeit wurde in gedruckter und elektronischer Form abgegeben. Ich bestätige,
dass der Inhalt der digitalen Version vollständig mit dem der gedruckten Version
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Abstract

This thesis is mainly concerned with the development of a comprehensive reasoning
system for complex event detection under uncertainty. It discusses the consideration of
uncertainty in the frame of complex event detection involving multiple video-sensors.
Uncertainty is related to the state of having limited knowledge or where it is impossible
to describe the existing state exactly or to predict the possible outcome. A series of
approaches considering uncertainty in event detection are known, for example, confidence
functions in a Boolean data type format, fuzzy modeling approach and Dempster-Shafer
approach. The latter uses belief and plausibility functions to describe the reliability
features.

The presented work will focus on this by trying to give an answer to 8 major questions:

1. What are the major functional, design and performance requirements of event de-
tection in video surveillance systems?

2. What are the major methodological approaches for the functional, design and per-
formance requirements?

3. What are the major requirements of spatio-temporal event detection?

4. What is meant by uncertainty? What are the di↵erent forms of its occurrence? How
does the state-of-the-art cope with di↵erent dimensions of uncertainty in surveillance
systems?

5. What are the proposed solutions regarding spatio-temporal event detection?

6. How can imperfect sensed context-information be handled?

7. What are the requirements of emotion detection in the frame of human surveillance?
What are the di↵erent forms of uncertainty related to emotion detection from human
speech streams? Are there limitations of the related state-of-the-art?

8. What is the proposed solution regarding emotion detection from human speech
streams?

The thesis addresses diverse state-of-the-art approaches for the major requirements of
surveillance systems, spatio-temporal reasoning and context modeling. It shows the
limitations of the state-of-the-art approaches and compares them with the proposed
solutions. The work consists of two case studies, which expose a complex event detection
system based on Answer Set Programming under uncertainty and Semantic Web.
Furthermore, it shows the power of using Answer Set Programming for complex event
detection compared with the run time of Semantic Web.
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It addresses diverse approaches of handling uncertainty in surveillance systems. It
presents an approach which combines Hidden Markov Model (HMM) and Answer Set
Programming (ASP) for complex event detection. The concept still ensures high per-
formance even when it is implemented in embedded platforms with limited hardware
resources. A comprehensive description of the overall architecture of the proposed system
is presented. It shows that the exposed approach increases the detection rate to 95%.
Event detection on embedded platforms requires a model-free and a computational inex-

pensive approach in order to have an easy and small solution, which allows an integration
to FPGA-based (Field Programmable Gate Array) smart camera without the need of a
bigger FPGA.
Therefore, the thesis presents a solution based on a foreground-background-

segmentation using Gaussian mixture models to first detect people and then analyze
their main and ideal orientation using movements. This allows one to decide whether
a person is staying still or lying on the floor. The system of our case study has a low
latency and a detection rate of 88%. Another key of this algorithm is the use of Gaussian
mixture models for image segmentation which is not sensitive to the light and small
movements in the background of a scene and considers shadow detection that has an
influence on the overall event detection process.
Furthermore, the work presents an approach of emotion detection from human speech

streams based on a Bayesian Quadratic Discriminant classifier. It discusses the origins
of uncertainty of emotion detection systems and the limitation of the proposed systems.
Hence, a case study and a related concept is presented with an overall performance of
88%.
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Chapter 1

Introduction

Public security has been becoming more important in the last 20 years. Surveillance
systems potentially o↵er a good solution to the present-day security and safety challenges
in public areas. All over the world, governments are under pressure to solve security and
safety problems. Consequently, monitoring costs have greatly increased.
Furthermore, the huge amount of visual information gathered on airports, highways
and streets cannot be processed through human beings alone without any form of
computer-based assistance. Surveillance systems can also help to detect abandoned
objects, injured people that are lying on roads or in diverse facilities to detect and
identify criminal actions in public places. Therefore, governments have had to equip
the important urban areas with thousands of multiple types of sensors including video
cameras and even microphones to detect and record the events of interest when they occur.

The use of technology for surveillance began in the 1970s with Closed-Circuit Television
(CCTV) systems that were analog based. These systems were designed using cameras,
multiplexers, time-lapse Video Camera Recorders (VCR) and monitors. Over time, CCTV
the price of installations increased; although, the price of components was relatively cheap,
the need for frequent manual operation was not cost e↵ective. In the 1990s, companies
started to install Digital Video Recorders (DVR). In a DVR, a digital storage media such
as a computer hard drive is used for storing the video recordings. Using the DVR the
quality of the saved records were much better than the CCTV. Therefore, the manual
operations were reduced and the costs of surveillance were also decreased. By 2003,
there were more computer-based DVRs on the market that could handle multi-camera
inputs and provide additional functionality such as alarm handling, scheduled activation
of cameras, activity detection and alarm notification. Furthermore, it is being increasingly
accepted that multiple sensors networks perform perfectly comparing to the single type
based surveillance system.
Every digital video surveillance system can be divided into three modules: video capture

module, network interface module and central o�ce module. The video capture module
usually consists of a set of cameras and a video encoder device. This module captures
the video and compresses the raw video data by a given video coding standard (MPEG2,
MPEG4, H.263). The network interface module processes the video coded stream and
delivers it to IP. The central o�ce module monitors every video channel and controls the
camera’s actions.
The major challenge of event detection in surveillance systems is the vagueness or ambi-

1



CHAPTER 1. INTRODUCTION 2

guity that occurs due to the low quality of the low level features in a surveillance system.
Furthermore, event detection can be either explicit or implicit. Explicit event detection
requires the definition of di↵erent rules and training, whereas implicit event detection
does not use any of these rules and creates the models automatically. These event detec-
tion methods make use of pattern recognition, support vector machines, hidden Markov
models, Bayesian networks, Kalman filtering, principal component analysis and others [1]
[2].
In this Chapter, a comprehensive explanation of the problem statement in the frame

of video surveillance systems will be illustrated, a list of research questions and the re-
search methodology will be addressed and the scientific and practical significance will be
explained. Finally, a list of the related publications and the overall architecture of this
thesis will be listed.

1.1 Motivation and general context

Computer vision is a field that includes methods for acquiring, processing, analyzing
and understanding images. In general, computer vision is dealing with high-dimensional
data which is captured from the real world, in order to produce numerical or symbolic
information (low level features) about a scene.
Event detection is a field that depends on the extraction of low level features from a

scene and combines them to apply an inference about a specific event.
Consequently, building and designing a video surveillance system needs many design,

functional and performance requirements. This thesis will give a comprehensive di↵erence
between each requirement and will show the methodological approaches from the state-
of-the-art.
Modern multimedia surveillance and monitoring systems use di↵erent types of sensors.

This creates a challenge because di↵erent sensors provide the correlated data stream in
di↵erent formats and at di↵erent rates. Also, the designer of a system can have di↵erent
confidence levels from di↵erent sensors during the detection of di↵erent events.
However, the visual features alone are generally not always su�cient to understand a

scene and to analyze it. Human’s brains are able to guess and understand the scenes in
daily life because of observing multiple features such as body action, voice information
and the interpreted knowledge of understanding.
Therefore, the quality of the low level data should be high and the uncertainty about the

tracking, detection and recognition of objects in a scene should also have a confident level
of uncertainty, otherwise the reasoning system will not perform well. Thus, the overall
performance of the system will be decreased. In this context, monitoring the emotion
of people in multimedia sensor networks is an important factor to build a robust video
understanding system. Thus, spatio-temporal reasoning under uncertainty is required for
complex event recognition of object behavior where temporal entities play a major role
for event recognition.
This thesis aims to detect events in video surveillance systems despite of the lack of

knowledge, incompleteness and low quality of low level features. It proposes an approach
to reduce the complexity of the processing time of di↵erent types of data. Especially if
the system is built to perform well in an ecological environment where the power is low
and the hardware resources are limited.
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However, the visual features alone are generally not always su�cient to understand a
scene and to analyze it. Thus, a technical interpretation of human’s emotions is deeply
needed in modern surveillance systems.
Therefore, the potential and the role of emotion detection from audio streams of human
speech will be illustrated and a novel methodological approach will be proposed.
This thesis presents the approach of emotion detection from human speech streams,

discusses the origins of uncertainty of such emotion detection systems and the limitation
of the proposed systems. Hence, a case study and a related concept will be presented and
the overall evaluation of the performance of emotion detection will be illustrated.

1.2 Short description of the research questions and
objectives of the thesis

1. What are the major functional, design and performance requirements of
event detection in video surveillance systems?
The main purpose of this question is to describe all functional, design and per-
formance requirements of a video surveillance application in order to design and
develop the optimal system architecture with respect to the use case of the system.

In surveillance systems the functionality means the capability of the surveillance
system to provide useful functions to detect events that are occurring in real-time
(short term), e.g. a person is shooting using a gun, and events that are occurring
within a long period of time, e.g. the analysis of people’s trajectories moving in a
specific area (long term) with respect to the time. Furthermore, the system has to
be able to record and document the events to allow the user to see and observe the
area of monitoring.

The design of a video surveillance system requires the right decision to choose the
right type of sensors, the ideal video management system and the type of storage.

Consequently, the performance of the surveillance system has to perform well with
respect to the accomplishment of the surveillance system requirements measured
against preset known standards of accuracy, completeness, cost and speed.

2. What are the major methodological approaches for each of the require-
ments for the group in Q1? How far do they satisfactorily solve (or not)
the requirements with respect to their limitations?
Regarding the functional requirements modern video surveillance systems are us-
ing network cameras that give the ability to create and maintain an e↵ective and
reliable IP surveillance system. They are cost e↵ective solutions where users can
build a high performance and a scalable wired or wireless IP video surveillance sys-
tem. Moreover, the major function of a surveillance system is to support the system
by spatio-temporal event detection to verify the previous discussed requirements in
question 1.

The performance requirements of surveillance systems are di�cult to achieve be-
cause of the trade o↵ between the di↵erent requirements. The main problem is that
a high recognition rate could require a high power consumption because of the high
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computation time. Therefore, the design of recognition concepts has to be as accu-
rate as possible, consume less power and be cost e↵ective to run it on an embedded
platform.

3. What are the requirements of a) spatio-temporal context modeling and
related ontologies, b) spatio-temporal reasoning (short term), c) spatio-
temporal (long term), d) real-time spatio-temporal reasoning and e)
spatio-temporal reasoning under uncertainty?
Spatio-temporal reasoning is one of the most important challenges in visual event
detection systems. Many events and video understanding requires the temporal
entities to decide for a specific complex event. Di↵erent types of events need a tem-
poral sequence to be recognized, especially in the frame of middle and long term
event detection.

The major requirements of a spatio-temporal context modeling are that the model
must restrict the domain of application, provide a support for recording of prove-
nance and processing of information. In addition to this, the model should in-
clude tools that permit the definition of new contextual categories and should allow
reusability in other independent modeling tasks.

Regarding Qb and Qc, the system has to detect events with respect to temporal
constraints, needs high quality low level data, high performance sensor fusion and
a consistent simple ontology.

The major requirements of Qd for real-time reasoning is that the system should keep
the row data moving ”in-stream”, without any requirement to store them to perform
any operation or sequence of operations. Furthermore, the system should process on
chip to reduce data transfer between di↵erent components and a consistent ontology
should be used.

Reasoning under uncertainty is a major challenge where the low level data should
be accurate and complete. The reflection of reality is needed to perform well during
the inference. In order to achieve this, degrees of confidence are needed to handle
uncertainty in di↵erent levels.

4. What are the limitations of the previous concepts in Q3?
There are di↵erent approaches for event detection and recognition and every ap-
proach has its advantages and disadvantages. In this thesis, the limitations of the
state-of-the-art will be considered deeply and in every Chapter we will illustrate the
limitations of every approach.

There are di↵erent approaches for event detection based on static threshold methods
and probabilistic methods. The statistical approaches are the simplest and most
computationally straight-forward. The probabilistic methods for event occurrence
and other related probabilities are computed and assessed rather than computing
and testing statistics from a sample data set.

Clearly machine intelligence approaches are widely applied, e.g. particle filtering,
genetic algorithms, neural networks, intelligent agents and fuzzy based systems.

The major limitations of the previous approaches are: uncertainty handling, power
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consumption, computational time, the lack of the consideration of temporal con-
straints, running on embedded platforms and the detection rate.

5. What is uncertainty? What are the di↵erent forms of its occurrence and
eventuality in relation to di↵erent sensor types and functions? What are
the di↵erent taxonomies of uncertainty? How does the state-of-the-art
cope with di↵erent dimensions of uncertainty in surveillance systems?
Uncertainty means the state of having limited knowledge where it is impossible to
describe the existing state exactly or to predict the possible outcome.
The media streams in multimedia sensor networks are often correlated; the system
designer has di↵erent confidence levels in the decisions obtained.

Vagueness or ambiguity due to the low quality of low level features in a surveillance
system are sometimes described as ”second order uncertainty” where uncertainty
is even about the definitions of uncertain states or outcomes. In video surveillance
systems we consider two main types of uncertainty; uncertainty in inference pro-
cesses and uncertainty in data of sensors perception caused by weather, fusion or
noise coming from sensors.

6. Novel solutions to the points a, b, c, d and e of Question 3?
The novel solutions concentrate on building robust and adaptive surveillance systems
which are easy to implement on embedded platforms and o↵er the real potential of
robustly detecting a huge number of complex events in real time and long term. Most
of the previous methods do not consider uncertainty clearly; correct quantification
of the probability of materialized events serves as an important tool for decision
making.

In this thesis, a method is defined based on the combination of Hidden Markov
Model (HMM) and Answer Set Programming (ASP) for e�cient approximation of
new event materialization in feature space. The algorithm enables a quick method to
compute the probabilities of a set of events. The approach increases the detection
rate to 95% because of the power of HMM and the optimization power of ASP.
This work suggests a model-free algorithm for position detection and estimation of
humans combined with Gaussian Mixture Models (GMMs) for image segmentation
with a detection rate of 88%.

Additionally, a robust system is proposed to detect the emotions from human speech
streams of people using a low number of features and can detect their emotion with
a high level of accuracy over (88%). The proposed emotion detection system can
run on an embedded platform and detect emotions in real-time.

7. What are the requirements of emotion detection in the frame of human
surveillance? What are the di↵erent forms of uncertainty related to emo-
tion detection? Are there limitations of the related state-of-the-art?
The thesis considers the requirements of emotion recognition systems of human
speech in the frame of Advanced Driver Assistance Systems.

Driver fatigue, stress and drowsiness cause tra�c accidents. Road crashes are more
frequent than in other transportation modes (air, sea and railways). Safety can be
improved by designing a system to detect the behavior of drivers based on their



CHAPTER 1. INTRODUCTION 6

voices. In this thesis, a great amount of stress is made in evaluating the emotion
classification algorithms over the Berlin database to propose an algorithm that is
scalable and non-sensitive to gender. It summarizes the major origins of uncertainty
and proposes the minimum required features that should be extracted from the audio
data to detect emotions of humans. The work shows that the Bayesian Quadratic
Discriminant classifier performs well and can be implemented easily on embedded
platforms.

8. A demo example of an audio based emotion detection.
Automatic emotion recognition plays a major role in surveillance systems. When
we analyze the audio signals or speech, most of the audio signals are more or less
stable within a short period of time. People express emotions di↵erently depend-
ing on the speaker, sex, race and even language. In order to the recognition to
perform more robustly, the training process is required to contain more samples in
the database to identify the emotion. Consequently, the emotion detection system
requires robustness & reliability, low-cost and feasibility and e�cient inference ap-
proach, low-power consumption and finally, it should not need a cooperation from
the driver side.

In this thesis, a comprehensive architecture of an emotion detection system from
human speech streams is proposed. This system shows that the Bayesian Quadratic
Discriminant classifier is an appropriate solution for emotion detection systems,
where there is a real-time detection.

The emotions (angry, happy, sad, normal and fear) are classified using Bayesian
Quadratic Discriminant (BQD). The concept aims to show that a speech emotion
recognition system will be useful to understand the state and emotions, for example
”a driver to increase safety and control the car autonomously”.

1.3 Overall research methodology

This thesis introduces the most common di�culties and challenges in event detection
problems. It describes the most frequently used event detection methods and provides
di↵erent examples and case studies for event detection in video/audio surveillance systems.
The major task is to explore the relationship between event detection, modeling and
simulation.
In the frame of this thesis, we provide comprehensive illustration of event detection

approaches by the presentation of the advantages and disadvantages of the related state-of-
the-art research. Consequently, the thesis proposes di↵erent algorithms for event detection
based on probabilistic, stochastic, model free and logic based concepts for complex event
detection.
There are well defined methodological approaches for the functional, design and per-

formance requirements of surveillance and monitoring systems. The industrial solutions
should always be cost e↵ective, easy to maintain and perform well.
Therefore, a feature extraction module has been developed which is implemented in

C + + and OpenCV. OpenCV is an Open source Computer Vision library from Intel.
The system has been tested in two scenarios: the first one is on the highway and the
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second one is in a parking place. 24 test cases have been tested for the recognition of cars,
dogs and humans.
Regarding spatio-temporal reasoning and context modeling, several requirements have

been taken into account. The context information models have to be able to handle
the information of context sources with respect to its large amount and di↵erent input
resources.
Context information entities/facts may depend on other context information entities:

for example, a change in the environment may impact the values of other properties and
yield to inconsistencies that are not desired in the model. Moreover, the management of
context histories is di�cult if the number of updates is very high.
Another methodological approach considered is reasoning which uses context informa-

tion to evaluate whether there is a change in the environment of the situation or to detect
a specific behavior of the object observed in the scene. Reasoning techniques can also
be adopted to derive higher level context information. Therefore, it is important that
the context modeling techniques are able to support both consistency verification, and
reasoning about complex situations.
For context modeling and event detection the SRSnet project was an optimal test envi-

ronment. The SRSnet project focuses on the design of a smart resource-aware multi-sensor
network capable of autonomously detecting and localizing various events such as screams,
animal noise, tracks of persons and more complex human behaviors. The project’s re-
search areas include: collaborative audio and video analysis, complex event detection and
network reconfiguration.
Regarding the detection of human falls in elderly houses, an example scenario is per-

formed using a test environment which is a 6 * 4 meters room and a network camera
which has been installed in the middle of the seal.
Uncertainty and its origins are considered based on the major methods for the manage-

ment of di↵erent uncertainty taxonomies, e.g. ignorance, incompleteness, inaccuracy and
inconsistency. We addressed di↵erent methodological approaches to handle uncertainty,
e.g. Bayes theorem, certainty factors, Dempster-Shafer theory and fuzzy theory.
The thesis proposes a concept of handling uncertainty based on the combination between

hidden Markov model and Answer Set Programming. A simulation tool is built during
this work which allows one to test the proposed approaches for uncertainty management
faster than in real systems.
The simulation tool helps to analyze the incoming data immediately and reports the

results obtained. Therefore, the evaluation phase of the proposed approach is based on
random trajectories of people using the developed tool to create history data.
Our simulation tool is developed in C#; it generates data, trains and evaluates the

overall concept. The data sets from the history are divided into two parts, a training data
set and a test data set. We evaluated the proposed HMM using di↵erent samples with
di↵erent history data.
Event detection based on audio data (human speech streams) is also considered to

detect and recognize human emotions for event detection in Advanced Driver Assistance
Systems (ADAS).
The test environment of the emotion recognition system is the Berlin emotional data

base. The Berlin emotional speech database is developed by the Technical University,
Institute for Speech and Communication, Department of Communication Science, Berlin.
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It has become one of the most popular databases used by researchers on speech emotion
recognition, thus facilitating performance comparisons with other studies. 5 actors and 5
actresses have contributed speech samples for this database and it mainly has 10 German
speakers.

1.4 Significance and contributions of the thesis

This section addresses a comprehensive summary of the major innovative contributions
of the thesis which gives a scientific significance and practical significance to this work.

1.4.1 Comprehensive summary of the major innovative contri-
butions of the thesis

In the frame of this thesis di↵erent research questions have been considered and intensive
research has been done to find the optimal answer to every question. The thesis covers the
major fundamental and advanced research topics in the area of video surveillance systems.
It starts with the functional, design and performance requirements and its methodological
solutions.
It addresses the major functional requirements of surveillance systems to provide useful

functions to detect events that are occurring in real-time, short term and long term.
Furthermore, the system has to be able to record and document the events to allow the
user to see and observe the area of monitoring.
Choosing an optimal design for a video surveillance system requires the use of a mix

of di↵erent camera types. For instance, an organization may use infrared fixed cameras
around a perimeter with Pan Tilt Zoom (PTZ) cameras for indoors. Outdoors they may
have a fixed megapixel camera covering the warehouse and a number of fixed IP cameras
covering the entrance and hallways.
Hybrid Network Video Recorders (NVR) and Digital Video Recorders (DVR) support

IP cameras and are directly connected to analog cameras. This provides simplicity and
reliability.
Most existing state-of-the-art methods for event/object recognition are model based sys-

tems that are computational and expensive to run on tiny embedded platforms. Another
challenge is that the detection of objects in ultra-fast computation time is also needed,
e.g. in ADAS the driver has no time to think if a dangerous situation occurs.
In this thesis, reasoning about context information in the domain is supported by two

types of reasoning mechanisms: rule-based reasoning and probabilistic/stochastic reason-
ing.
There are di↵erent approaches regarding uncertainty in video surveillance systems. The

most famous concepts are using Monte Carlo simulations, Bayesian networks, Bayes the-
orem, certainty factors, Depster-Shafer theory, fuzzy theory and hidden Markov models.
The thesis addresses the methodological approaches and its limitations for handling

uncertainty provided by di↵erent examples and supported by a specific case study.
Di↵erent taxonomies of uncertainty have been explained:

• Ignorance: This means that there is an object in the environment of the surveil-
lance system which is not known.
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• Incompleteness: This is in contrast to ignorance.

• Inaccuracy: This deals with the potential measurement errors that may occur.

• Inconsistency: This means that there are conflicting hypotheses about an object
data.

Furthermore, a novel approach is defined and based on Answer Set Programming ASP
where a weight should be calculated before every feature and then the rule with highest
probability will be chosen using the optimization power of ASP. The approach enables a
quick method to compute the probabilities of a set of events. The approach increases the
detection rate to 95% because of the power of HMM and the optimization power of ASP.
Event detection on embedded platforms requires a model-free and a computational

inexpensive approach in order to have an easy and simple solution, which allows an
integration to FPGA-based smart camera without the need of a bigger FPGA.
Therefore, the thesis presents a solution based on a foreground-background segmenta-

tion using Gaussian mixture models to first detect people and then analyze their main and
ideal orientation using moments. This allows one to decide whether a person is staying
still or lying on the floor. The system has a low latency and a detection rate of 88% in
our case study.
Another key of this algorithm is the use of Gaussian mixture models for image segmen-

tation which is not sensitive to the light and small movements in the background of the
scene and considers shadow detection that has an influence on the overall event detection
process.
In the frame of Advanced Driver Assistance Systems (ADAS), safety can be improved

by designing a system to detect the behavior of drivers based on their voices. Driver
fatigue, stress and drowsiness cause tra�c accidents. Road crashes are more frequent
than in other transportation modes (air, sea and railways).
In this thesis, a comprehensive solution based on Bayesian Quadratic Discriminant

(BQD) classifier is developed. The system supports ADAS to detect the mood of the driver
based on the fact that aggressive behavior on road leads to tra�c accidents. Therefore,
di�culty in emotion recognition in people’s speech streams is due to the lack of an a↵ect-
related semantic and syntactic knowledge base.
This work proposes a system for emotion recognition consisting of two main steps: a

features extraction step and a classification step. The features extraction step uses the
energy, pitch and the Mel-frequency Cepstral Coe�cients (MFCC).
The Berlin data base is used to evaluate the performance of the system which is one of

the most popular databases for emotion recognition.

1.4.2 Scientific significance of the thesis

The detailed illustration of the methodological approaches of knowledge representation,
context modeling and reasoning techniques gives this thesis a valuable reference for re-
searchers in the area of video/audio surveillance systems. It forms a detailed survey about
the architecture requirements based on the modern state-of-the-art approaches.
Regarding spatio-temporal complex event detection has been proven that the use of An-

swer Set Programming combined by context models as a knowledge base can significantly
reduce the computational time needed to detect complex events on embedded platforms.
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It opens a perfect research direction to combine Answer Set Programming (ASP) with
other context modeling tools where ASP can be an optimal solution for computer-aided
verification, configuration, constraint satisfaction, diagnosis, information integration,
planning and scheduling, security analysis, Semantic Web, wire-routing, zoology,
linguistics and many more.

This work employs ASP power to reason the context. The power of ASP can be sum-
marized as a descriptive and expressive tool to describe real-life events and scenarios, e.g.
the strength of logic programming with ordered disjunction and guess & check programs
of ASP.

The need of temporal reasoning about context information can be solved using ASP
where the time is usually represented as a variable that values are defined by an extensional
predicate with a finite domain. Dealing with finite temporal intervals can be used to reason
complex events in our case studies.

The management of uncertainty in surveillance systems needs arithmetic operations
that are usually not well presented in logic reasoning tools. ASP o↵ers the standard
arithmetic functions and the absolute function. Furthermore, other arithmetic can be
implemented and reused depending on the use case of the desired reasoning process.

Consequently, the extensions and the research in ASP has to be considered, e.g. the com-
bination between ASP and fuzzy theory FASP. This combination o↵ers the best of both
worlds: from the answer set semantics it uses the power of its declarative non-monotonic
reasoning capabilities while, on the other hand, the concepts from fuzzy logic allow to
avoid the limitations of classical logic. As fuzzy logic gives a great flexibility regarding
the choice for the interpretation of the concepts of negation, conjunction, disjunction and
implication, the FASP can be applied in di↵erent areas of application.

The novelty of this work is that it proposes a robust approach based on the combination
between Hidden Markov Model (HMM) and Answer Set Programming (ASP) where a
weight should be calculated for all related extracted features and then the event with the
highest probability will be selected using the optimization power of ASP.

In relation to the previous advantages, the optimization possibilities of ASP, e.g. the
maximization and minimization, can be applied to choose the optimal sensor data despite
of the di↵erent taxonomies of uncertainty in surveillance systems.

Furthermore, the cardinality and the constraints in ASP can be used in the body of
ASP rules to give the developer the possibility to optimize the desired answer sets.

Another key of this work is that it suggests a model-free algorithm for position detection
and estimation of humans. This would be combined with Gaussian mixture models for
image segmentation which is not sensitive to the light, small movements in the background
of a scene and considers shadow detection that has an influence on the overall event
detection process.

Finally, in the frame of event detection in audio based surveillance systems, the thesis
proposes reliable features that can be used to detect emotions from human speech streams
and suggests a classifier to decide between 5 di↵erent types of emotions (happy, sad, angry,
normal and fear). Extensive research has been done in this area and a high detection rate
is obtained compared to the related state-of-the-art.
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1.4.3 Practical significance of the thesis

Event detection and recognition is an e↵ective approach to reduce the costs of monitor-
ing all over the world. The world population has experienced continuous growth in the
last 100 years.
Video surveillance systems have an important role in our daily life nowadays. They

reduce risk, increase the safety of the society and decrease the costs of monitoring. The
proposed reasoning concept in this thesis has proven that using the developed reasoning
concept in surveillance video systems can be applied to mitigate risk.
The proposed approaches can detect high-risk events quickly and can react quickly,

whereas low-risk events may take weeks to be realized.
However, the cost of storing surveillance data remains expensive. The longer the data is
kept the more storage is needed and in turn, the higher the cost. The proposed event
detection reasoning concept helps to store su�cient required videos and delete others that
are not important. It also considers the reduction of power consumption and limited hard-
ware resources. In the United Kingdom there are over 1.85 million surveillance cameras1.
This means that the practical use of the concept has a wide market to be applied in order
to save the expenses of governments.
The concept of the combination between context models, ASP and uncertainty consid-

eration, could have an application in public health surveillance and biological informatics.
For example, in predicting missed genome sequences and predicting the impact of com-
bining di↵erent chemical contents in human cells.
The concept can also be used to model the interaction of biological networks even though

ASP is a great tool box for the modeling of biological network semantics and allows one
to model specific networks with little e↵ort.
The approaches discussed in this thesis can be applied to geographical systems for earth-

quake and zunami occurrences, threat detection and management of homeland security.
Usually, they can also be used in systems that are using di↵erent kinds of sensors to
observe, predict and detect any scenario defined by users for many use cases.

1.5 List of publications in the frame of this thesis

Publications in Book Chapters

• Kyamakya K., Chedjou J.C., Al Machot F., Fasih A.: Enabling a Driver-Specific
”Real-Time Road Safety” Assessment through an ”Extended Floating Car Data”
and Visualization System. In: Unger H., Kyamakya K., Kacprzyk J. : Autonomous
Systems: Developments and Trends. Springer Verlag GmbH, pp. 277-294, 2011.

• Rass S., Al Machot F., Kyamakya K.: Fine-Grained Diagnostics of Ontologies with
Assura. In: Jao C. (Hrsg.): E�cient Decision Support Systems: Practice and
Challenges - From current to Future, Intech, 2011.

Publications (Journals)

• Al Machot F., Kyamakya K.: Real Time Complex Event Detection Based on Answer
Set Programing. In: ISAST Transactions on Computers and Intelligent Systems,
University of Jyväskylä, pp. 1-5, 2011.

1http://www.securitynewsdesk.com/2011/03/01/how-many-cctv-cameras-in-the-uk/
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• Schwarzlmüller C., Al Machot F., Fasih A., Kyamakya K.: A Novel Support Vector
Machine Classification Approach Involving CNN for Raindrop Detection. In: ISAST
Transactions on Computers and Intelligent Systems, University of Jyväskylä, pp.
52-65, 2010.

• Fasih A., Schwarzlmüller C., Kyamakya K., Al Machot F.: Video Enhancement for
ADAS Systems based on FPGA and CNN Platform. In: International Journal of
Signal and Image Processing, HyperSciences Publisher, 2010.

Publications in Conferences

• Al Machot F., Haj Mosa A., Dabbour K., Fasih A., Schwarzlmüller C.: A Novel Real-
Time Emotion Detection System from Audio Streams Based on Bayesian Quadratic
Discriminate Classifier for ADAS. In: Kyamakya K., Halang W.A., Unger W.,
Mathis W., Kaltenbacher M., Huemer M., Horn M.: Proceedings of the Joint
INDS’11 & ISTET’11. Aachen: Shaker Verlag GmbH, pp. 47-51, 2011.

• Al Machot F., Kyamakya K., Dieber B., Rinner B.: Real Time Complex Event
Detection for Resource-Limited Multimedia Sensor Networks. In: Rinner B., Foresti
G.F.: Proceedings of the 8th International Conference Advanced Video and Signal-
Based Surveillance (AVSS), pp. 468 - 473, 2011.

• Al Machot F., Tasso C., Dieber B., Kyamakya K., Piciarelli C., Micheloni C., Lon-
dero S., Valotto M., Omero P., Rinner B.: Smart Resource-aware Multimedia Sen-
sor Network for Automatic Detection of Complex Events. In: Rinner B., Foresti
G.F.: Proceedings of the 8th IEEE International Conference on Advanced Video
and Signal-Based Surveillancei (AVSS), pp. 402 - 407, 2011.

• Hartmann R., Al Machot F., Mahr Ph., Bobda Ch.: Camera-Based System for
Tracking and Position Estimation of Humans. In: Arslan T.: Conference on Design
and Architectures for Signal and Image Processing (DASIP) , Edinburgh University
Press, October 2010, pp. 281-286, 2010.

• Al Machot F., Haj Mosa A., Fasih A., Schwarzlmüller C., Ali M., Kyamakya K.: A
Novel Real-Time Emotion Detection System for Advanced Driver Assistance Sys-
tems. In: Unger H., Kyamakya K., Kacprzyk J.: Autonomous Systems: Devel-
opments and Trends. Berlin, Heidelberg, New York: Springer Verlag GmbH, pp.
267-276, 2011.

1.6 Organization of the thesis

In the frame of this thesis di↵erent approaches have been developed and the overall
architecture of surveillance systems will be explained in Chapter 2.
Chapter 2 considers the overall architecture of surveillance systems and the major func-

tional, design and performance requirements of surveillance systems. Then, it covers the
methodological approaches to build, design and deploy surveillance system with high per-
formance.
Clearly, each user requires a specific target to monitor and observe. Hence, Chapter 2
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tries to answer the major critical questions with respect to the recent modern technologies
in the frame of sensor networks and surveillance systems.
Chapter 3 focuses on the field of spatio-temporal modeling approaches based on knowl-

edge representation and its related tools. Chapter 3 discusses the spatio-temporal rea-
soning requirements, the related methodological approaches of the state-of-the-art and its
limitations.
Chapter 4 addresses the field of uncertainty with its definition in the frame of video

surveillance systems, the origins of uncertainty and its taxonomies. In consequence of this,
a detailed illustration of related works and its limitation in the field of event detection is
given.
Chapter 5 considers 2 novel approaches for event detection: the first approach com-

bines Answer Set Programming (ASP) with Hidden Markov Model (HMM) to manage
uncertainty in the frame of complex event detection and the second approach illustrates
an algorithm for model-free position detection and estimation of humans.
Chapter 6 consists of 2 case studies, case study 1 proposes a complex event detection

system based on Semantic Web, the second one shows the power of using ASP for complex
event detection in video/audio surveillance systems.
Chapter 7 presents the approach of emotion detection from human speech streams,

discusses the origins of uncertainty of emotion detection systems and the limitation of the
state-of-the-art systems. Hence, a case study and a related concept will be presented and
the overall evaluation of the performance of emotion detection will be illustrated. Finally,
at the end of this thesis, the conclusion and the future work is presented in Chapter 8.



Chapter 2

Architecture of Surveillance Systems

Surveillance systems play an important role in tra�c incident detection, travel time mea-
surement and tra�c management. They o↵er a good potential for helping to solve the
present-day security and safety challenges in public transportation infrastructures. All
over the world, transportation operators, security people and the police are being put
under pressure to solve these security and safety problems. Due to this, monitoring costs
have greatly increased. Furthermore, the huge amount of visual information gathered in
public areas can no longer be processed through human beings alone without any form of
computer-based assistance. Because of the previously mentioned importance, such sys-
tems have essential requirements that researchers have to consider in order to build the
desired system and achieve their specified functions and performance. Although, there
are many forms of observation and monitoring, e.g. directional microphones, communi-
cations interception, listening devices, Closed-Circuit Televisions or GPS tracking, video
surveillance is the most popular form of surveillance
In this Chapter, the overall architecture of video based surveillance systems and its

applications will be considered.
Then, the major functional, design and performance requirements will be discussed

which will help to build a video based surveillance system with a high performance.

2.1 Surveillance systems and an overview of their
application forms and scenarios

Intelligent video surveillance systems deal with the real-time monitoring of static and
moving objects within a specific environment. The primary motivation of such systems
is to understand, detect, recognize and predict the actions and the interactions of the
observed objects autonomously based on the information acquired by sensors. The main
steps of processing in an intelligent video surveillance systems are: moving object detection
and recognition, tracking, behavioral analysis and retrieval. These steps include the topics
of machine vision, pattern analysis, artificial intelligence and data management [3].
There are three main technical evolutions of intelligent surveillance systems. The first

generation started with analogue Closed-Circuit Television (CCTV) systems. They gave
good performance in specific situations but they had the problem of using analogue tech-
niques for image distribution and storage.
The second generation techniques automated visual surveillance by combining computer

14
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vision technology with CCTV systems. This combination increased the surveillance ef-
ficiency of CCTV systems but they had the problem of robust detection and tracking
algorithms required for behavior recognition.
The third generation presents the automated wide-area surveillance systems. They are

more accurate than the previous generation due to the combination of di↵erent kinds of
sensors. They have challenges in distribution of information (integration and communi-
cation), design methodology, moving platforms, multi-sensor platforms [3].

Figure 2.1: Traditional flow of processing in visual surveillance system. [3].

The typical flow of processing steps in video surveillance systems is illustrated in
Figure 2.1. These steps constitute the low-level processing phase which is necessary for
any video surveillance system.

Object detection: Usually, the main idea of object detection is the segmentation
of images in foregrounds and backgrounds. The major two approaches are ”temporal
di↵erence” and ”background subtraction”. The first approach consists of the subtraction
of two consecutive frames followed by thresholding. The second approach is based on
the subtraction of a background followed by a labeling process. Generally, morphological
operations are used to reduce the noise and to correct the segmented shapes. The
segmentation of images separates the image in two parts, the foreground and the
background. The foreground of the image represents the objects to be detected in the
scene. After that, di↵erent processes can be chosen, starting with the representation and
description of the regions shape and ending with processing and analyzing the regions
of interest. The results of the previous processes can be used in the field of boundary
matching or mathematical models training. The final step is commonly performed to
extract the low level features for event detection systems.

Object recognition: The object recognition and tracking step is normally a
model-based technique. Di↵erent approaches can be used to classify the new detected
objects. For example, Gaussian distribution [4], particle filters [5], hidden Markov
models [6] and Support Vector Machine [7]. Tracking techniques can be split into two
main approaches: 2-D models [8] and 3-D models [9].

Behavior analysis: The previous steps are important to extract features for event
detection where the behavior of the observed object should be analyzed and understood.
Furthermore, the analysis of the image and the understanding of the spatial/temporal
content is also required to understand the behavior of the object. The overall architecture
of event detection systems in surveillance systems is illustrated in Figure 2.2.
Suppose the system is detecting a vandalism in a bank, it is not possible to detect the

event of vandalism against the Automatic Teller Machine (ATM) without knowing if the
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Figure 2.2: The overall architecture of video surveillance systems.

object is near by the (ATM) machine or not. Additionally, video streams consist of a
sequence of frames (images). Thus the temporal issue should be considered and analyzed
to understand which event occurs before another event. The overall architecture of event
detection in surveillance systems has the following three layers:

1. Object detection and tracking: By extracting features using object recognition
and object tracking algorithms; this involves image processing and pattern
recognition.

2. Primitive events detection: By defining both behavior and rules that are
related to objects simple events can be detected, like walking, running, shouting, etc.

3. Complex event detection: By building rules using rule engines acting on simple
events a series of detected simple events can be joined together to form complex
events.

Data base: The final stages in a surveillance system are storage and retrieval. The
most used databases are data warehouses which is a database used for reporting and
data analysis. It is a central repository which is created by integrating data from and
multiple disparate sources (audio or video). The major disadvantage of a data warehouse
is its expensive maintenance if it is underutilized.

Application areas: The major application areas of surveillance systems are applied
in the following areas [3]:
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• Transport applications, such as airports [10], railways [3], underground and highways
[11].

• Public places, such as banks, supermarkets, homes, department stores[12] and park-
ing areas [13].

• Remote surveillance of human activities, such as football matches and sport [14].
item Military applications [15].

2.2 The requirements of surveillance systems

Video surveillance systems have existed for 25 years, starting out as 100% analogue
systems and gradually becoming digitized. The main purpose of this section is to describe
all functional, design and performance requirements of a video surveillance application in
order to design and develop the optimal system architecture with respect to the use case of
the system. The focus is on the main concepts in the surveillance systems, e.g. real-time,
dynamic reconfiguration and service composition.

2.2.1 The functional requirements

The video surveillance system has to provide di↵erent advanced functionalities, e.g.
remote accessibility, spatio-temporal intelligent event detection, event management. It
should be easy to integrate it and should o↵er a better scalability, flexibility and cost-
e↵ectiveness1:

• Remote accessibility: This means that the system has to o↵er the possibility to
be configured and accessed remotely, enabling multiple authorized users to watch
live and recorded videos at any time and from any location in the world.

• Spatio-temporal intelligent event detection and event management: The
system has to o↵er the possibility to reduce the amount of uninteresting recordings
by the detection of the interesting events autonomously and has to be able to sort
and show specific statistics regarding the detected events and the distribution of
those events within a specific period of time. Event management functionalities
should simplify the use of the graphical user interface of the related software pro-
gram, e.g. users can define the type of alarms or events and the sensitivity level of
the system regarding event detection.

• Easy integration possibilities and better scalability: A video surveillance
system should be able to grow with a user’s needs. For example, any number of
network products can be added to the system without significant or costly changes
to the network infrastructure, e.g. adding a new network of audio sensor should be
easy if audio based event detection is required. The system also must be able to
be placed and networked from any location and the system must be as open or as
closed as desired.

1Axis network video
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• Cost-e↵ectiveness: An IP surveillance system typically has a lower total cost of
ownership than a traditional analog CCTV system. IP-based networks and wireless
options are also much less expensive alternatives than traditional coaxial and fiber
cabling for an analog CCTV system.

• Network reconfiguration: The automatic reconfiguration of the connected sen-
sors to optimize the power consumption, switch on/o↵ sensors in the region of
interest and optimize data transfer and storage between the di↵erent nodes of the
surveillance network.

2.2.2 The design requirements

Designing a video surveillance system requires decisions on the following major ques-
tions2:

1. What type of cameras should be used?

2. How to choose the ideal video management systems?

3. What type of storage should be used?

4. How should the saved videos be viewed?

The answer to the first question is that before one chooses the type of the camera, first
the position of the camera must be specified. Surely, cameras must be deployed in critical
areas where people or vehicles must pass to enter a certain area. After the determination
of the observed area there are 4 cameras characteristics to decide on:

• Fixed vs. PTZ: A camera can be fixed to look only at a specific area or it can be
movable through the use of panning, tilting and zooming. Most video surveillance
systems use fixed cameras. The use of a PTZ camera is to cover wider fields of view.

• Color vs. Infrared vs Thermal: Today, in video surveillance systems the pro-
duction of black and white image is only used when lighting is very low, e.g. night
time. In those conditions, infrared or thermal cameras produce black and white
images. Infrared cameras can produce clear image in the dark but are significantly
more expensive than color cameras.

• Standard Definition vs. Megapixel: Now in 2012, megapixel is becoming the
standard resolution used in new surveillance systems projects.

• IP vs. Analog: All surveillance cameras are digitized to view and record on
computers, only IP cameras digitize the video inside the camera. Another important
factor is that IP cameras support megapixel while analog cameras do not.

2Milestone White Paper Battening Down the Hatches: IP Video Surveillance and Access Control, A
guide for security and IT leaders on the advantages of integrating video surveillance and access control



CHAPTER 2. ARCHITECTURE OF SURVEILLANCE SYSTEMS 19

The second question focuses on how to choose the right video management software. The
current video management software products all record compressed video streams from
network cameras and encoders and intelligently route video to video monitors. They are
also supported by camera and user administration interface. The modern systems display
live video in graphical user interfaces, provide PTZ camera control and enable intelligent
searching for recorded video.
The video management software systems in the market have wide variance in product

features, usability and, of course, price. Product di↵erentiators include scalability, net-
work management, fault tolerance, operating system, browser-based software clients and
the use of standard conventions and protocols. Clearly, the best product selection will
depend on users system requirements:

• Digital Video Recorder: They are built computers which combine software,
hardware and video storage all in one. By definition, they only accept analog camera
feeds. Today, almost all DVRs support remote viewing over the Internet. They are
simple to install but not flexible in the frame of hardware changes.

• Hybrid Digital Video Recorder (DVR)): They have all the features of stan-
dard DVR but they support IP and megapixel cameras. Most DVRs can be soft-
ware upgraded to become Hybrid Digital Video Recorders (HDVR). Network Video
Recorders (NVRs) are the same as DVRs but the di↵erence is that a DVR only
supports analog cameras but NVR only supports IP cameras. For using NVR with
analog cameras an encoder should be provided.

• Video Management Software (VMS): It is a software application, like Word
or Excel. It di↵ers from DVRs or NVRs. It does not come with any hardware or
storage. The user must load and make the PC/Server setting for the software. This
provides potentially a lower cost and is much better than DVR/NVR appliances.
Generally, VMS software is becoming the most commonly used recording approach
in new surveillance systems [16].

The third question considers the storage of videos in the surveillance systems. Usually,
the videos in video surveillance systems are stored for later retrieval and review. The
average storage duration is around 30 days. However, a small percentage of organizations
store video for a much shorter time or for a much longer time (some for a few years).
It depends on the organization, company or users requirements. Furthermore, storage is
getting cheaper and the amount of stored videos is getting higher. The di↵erent storage
types are as follows:

• Internal Storage: It uses hard drives built inside of a Digital Video Recorder
(DVR), a Network Video Recorder (NVR) or server. This method is still the most
used form of storage. A Digital Video Recorder is an electronics device or application
software which records video in a digital format to a disk drive, USB flash drive,
SD memory card or networked mass storage device. Video on a DVR is encoded
and processed at the DVR, while video on a NVR is encoded and processed on the
camera, then streamed to the NVR for storage or remote viewing [17].

• Directly Attached Storage: This means that the hard drives are outside of the
DVR, NVR or server but are ’directly’ connected without using an IP network.
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• Networked Storage: A device which is a server that is dedicated to nothing more
than file sharing and storing videos from large numbers of cameras, e.g. Network-
Attached Storage, NAS. They provide e�cient, flexible and scalable storage for very
large camera counts but generally at higher cost and complexity [18].

• Onboard Camera Storage: This allows the camera itself to record and save
videos using, e.g. SD card, and rarely uses hard drives. Thereby, the surveillance
system reduces the use of the network resources and it is independent. This is the
least commonly used but likely the most interesting for future research.

Question 4 considers ways of viewing the recorded videos. Surveillance video is ulti-
mately viewed by human beings. However, most surveillance video is never watched except
for when it’s needed for historical investigations. Some surveillance video is viewed live
continuously or stored to be retrieved later. Especially, if the system has an intelligent
event detection module, which stores only the relevant videos and does not consider all
events round the hour.

• Local Viewing: This means there is a direct view from the DVR, NVR or servers.
This way is ideal for monitoring small areas. It makes the video management system
a local station, therefore it reduces costs.

• Remote PC Viewing: This is the most popular way of viewing videos in surveil-
lance systems. In this approach, standard PCs are used to view live and recorded
video. Usually, a web browser is used and users do not have to install or to worry
about upgrading a client.

• Mobile Viewing: This allows users of a specific surveillance system to check im-
mediately surveillance video using smart phones, e.g. iPhone, iPad and Android.

• Video Wall Viewing: This might be the best solution for large security operation
centers that have hundreds or thousands of cameras. Video walls provide very large
screens so that a group of people can watch.

Generally, the main focus during the design step is to choose the right sensors, the right
network, the right coding and storage concepts and the optimal methodological approaches
for automatic event detection. Therefore, the main goal of the design process is to build
a video surveillance which verifies the following requirements:

• Robustness: The ability of a system to cope with errors and mistakes (internal or
external factors) during the operation [19].

• Reliability: The ability of the system to perform its required functions under
stated conditions for a specified period of time [19].

• Multimodal: The ability of the system using di↵erent types of sensors [20].

Finally, the overall design process depends on the desired application and the requirements
of the user and the specified use case of the surveillance system.
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2.2.3 The performance requirements

Hence, the most important requirement is the performance which means the accomplish-
ment of the surveillance system requirements measured against preset known standards of
accuracy, completeness, cost and speed. The major design and performance requirements
are:

• Real-Time: Real-Time video surveillance systems must guarantee response within
strict time constraints.

• Detection Rate: The automatic event detection system must be done in a high
accuracy rate[20].

• Low Resource Consumption: A low measure of the resources, e.g. hardware
and energy, is needed for the events detection or for the completion of a process or
activity[21].

2.3 Methodological approaches for surveillance sys-
tems requirements

There are well defined methodological approaches for the functional, design deployment
and performance requirements of surveillance and monitoring systems. The approaches
described in the next subsections satisfy those requirements in the previous section and
have been tested. The following approaches come from two di↵erent points of view:
industrial and research. The industrial solutions should always be cost e↵ective, easy to
maintain and perform well. The scientific point of view considers the high performance of
the automatic event detection system in the surveillance system, the power consumption
issues and the good environmental solutions.

2.3.1 Existing approaches for functional requirements

IP video cameras can monitor the monitoring areas in real-time and alert to suspicious
activities. They also can record events and produce valuable evidence. While some IP
cameras are designed strictly for indoor placement, others are weatherized for outdoor
use3.
IP Network Cameras give the ability to create and maintain an e↵ective and reliable

IP surveillance system. They are cost e↵ective solutions where users can build a high
performance and a scalable wired or wireless IP video surveillance system. It helps users
to monitor at any time, allows them to send live images and audio for remote monitoring,
learning, troubleshooting, web broadcasting and any other activity requiring a remote
presence.
Multiple users can control view and manage the system in real-time footage anytime

using web browsers. Furthermore, they o↵er high resolution videos which can help to
monitor the target area. Also, using IP surveillance systems makes installation and
maintenance very easy. Usually, IP cameras must be configured for resolution, frame
rate and server IP address to capture videos. In surveillance systems, it is possible that

3http://www.cisco.com
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at least the frame rate and resolution could change at times throughout the day. Figure4

2.3 shows the standard functional requirements of surveillance systems.

Figure 2.3: The standard functional requirements of surveillance systems (Cisco) system

Therefore, simply capturing data requires some control plane network tra�c as well as
keeping the clock of the camera in synch with a universal clock through protocols such as
Network Time Protocol (NTP)5. NTP is a networking protocol for clock synchronization
between computer systems over packet-switched, variable-latency data networks6.
A collective bandwidth is highly necessary when the deployment is made up of hundreds

or thousands of cameras because of the possible packet loss during data transfer between
di↵erent system nodes.
Media gateway devices, e.g. circuit switch or IP gateway, converts data from the format

required for one type of network to the format required for another. Data input could
be audio, video, or T.120 (real-time multi-point communications), which the media gate-
way would handle simultaneously. The media gateway controller is sometimes called a
softswitch7.

2.3.2 Existing approaches for design requirements

Most of modern surveillance systems are using a mix of di↵erent camera types. For
instance, an organization may use infrared fixed cameras around a perimeter with a Pan
Tilt Zoom (PTZ) overlooking the parking lot outdoors. Indoors, they may have a fixed
megapixel camera covering the warehouse and a number of fixed IP cameras covering the
entrance and hallways.
Hybrid NVRs and DVRs support IP cameras and are directly connected to analog

cameras. This provides simplicity and flexibility. Customers can continue working with
their existing analog cameras and slowly migrate to IP. Therefore, it decreases the costs

4http://www.cisco.com
5http://www.cisco.com
6http://tools.ietf.org/html/rfc5905
7http://searchunifiedcommunications.techtarget.com/definition/media-gateway



CHAPTER 2. ARCHITECTURE OF SURVEILLANCE SYSTEMS 23

and provides many advantages as mentioned in the previous section. Hybrid DVR and
NVR systems are the best choice. The lower cost, easier deployment and lack of client
changes needed will make the hybrid DVR/NVR very attractive for applications needing
recording of moderate camera counts at distributed facilities.
When selecting storage for an IP surveillance system there are four standard options:

internal and Direct-Attached Storage (DAS), Network-Attached Storage (NAS), Storage
Area Networks (SAN) and on-camera edge storage. All of these have a place in surveillance
applications, with di↵erent manufacturers supporting di↵erent options.
The majority of surveillance projects still prefer using internal or direct attached storage

where the hard drives are built inside of a DVR, NVR or server. This method is still the
most used form of storage. However, networked storage is gaining in popularity.
A major problem is still whether video surveillance storage has redundancies, specifically

how likely it is of a hard drive to crash. This problem is now becoming more and more
common.
The solution is to use a data warehouse which is a database used for reporting and

data analysis. It is a central repository for data which is created by integrating data from
multiple disparate sources. The major disadvantage of this is that a data warehouse can
be costly to maintain and this becomes a problem if the warehouse is underutilized. It
seems that managers have unrealistic expectations about what they will get from having
a data warehouse [22].
Virtualization techniques are important and should be used to segment the video end-
points and servers. The used PCs must have a su�cient CPU clock rate to decode the
video feeds.
Camera feeds traverse the IP network from the camera source to the Media Server

either as Motion JPEG (MJPEG) or MPEG-4. The Moving Picture Experts Group8

(MPEG) is a working group of experts that was formed by International Organization
for Standardization (IOS) and International Electrotechnical Commission (IEC) to set
standards for audio and video compression and transmission.
MJPEG is typically transported via the Transmission Control Protocol (TCP). TCP

provides guaranteed delivery of packages by requiring acknowledgment from the receiver.
Packages that are not acknowledged are retransmitted. With MJPEG, each image stands
alone, so the images that are displayed are of a good quality. MPEG-4 video is typi-
cally transmitted over the User Datagram Protocol (UDP), Real-Time Transport Proto-
col (RTP), or Real-Time Streaming Protocol (RTSP). UDP does not guarantee delivery
and provides no facility for retransmission of lost packages. Table 2.1 shows the major
di↵erences between TCP protocol and UDP protocol.

Table 2.1: A comparison between TCP and UDP

TCP UDP

Reliable Unreliable
Connection oriented Connectionless
Segment sequencing No sequencing

Acknowledgment segments No acknowledgment
Segment transmission and flow control through windowing No windowing

8 John Watkinson, The MPEG Handbook
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2.3.3 Existing approaches for performance requirements

There are di↵erent approaches for event detection and recognition (actions and activ-
ities) whereat every approach has its advantages and disadvantages. The limitations of
the state-of-the-art will be considered deeply in each of the Chapters 3, 4 and 5.
The researchers in [23] divided the main approaches into the following categories:

• Non-parametric approaches, e.g. Dimensionality reduction, Templates matching
(2D and 3D) [24] [25] [26]).

• Volumetric: e.g. space time filtering, tensors and sub volume matching, [27], [28]
and Support Vector Machine (SVM) [7].

• Parametric: e.g. Hidden Markov Models [29] [30].

• Graphical Models: e.g. Petri nets, propagation nets and dynamic Bayes nets.

• Syntactic: e.g. Context free grammars and attribute grammars [31]).

• Knowledge Based: e.g. logic rules and ontologies [32] [33].

Figure 3.1 shows an overview of action and activity recognition from the state-of-the-art.
In the next Chapters the previous approaches will be discussed in details, the advantages
and disadvantages of every approach will be considered and a comparison between the
novel proposed solutions and the approaches listed in the state-of-the-art will be illus-
trated. Most existing state-of-the-art methods for event/object recognition are model
based systems that are computationally expensive to run on tiny embedded platforms.
Another challenge is the detection of objects in ultra-fast computation time; this is also

needed where the driver has no time to think in advanced driver assistant systems, for
example. Reasoning about context based on the ontology supports the representation
of both ontological and probabilistic knowledge; we could construct a context knowledge
base for the application domain. Reasoning about context information in the domain
is supported by three types of reasoning mechanism: ontological reasoning, rule-based
reasoning and Bayesian reasoning.
The rule-based reasoning mechanism is the default reasoning mechanism supported by

the context ontology. The ontological reasoner can be described as an instance of the rule-
based reasoner. It works by propagating implication, predefined rules over the instance
data. Probabilistic reasoning which uses as a standard Bayesian inference can be used to
answer queries about the values of the properties of the instances.
Ontologies based on Semantic Web provide concise high-level definitions of activities but

they do not necessarily suggest the right hardware to parse the ontologies for recognition
tasks (Semantic Web) [34] [23]. Context Free Grammars expect perfect accuracy in the
lower levels; they are not suited to deal with errors in low level tasks.
In complex scenarios involving several agents requiring temporal relations that are more

complex than just sequencing, such as parallelism, overlap, synchrony [31]. Though Petri
nets are an intuitive tool for expressing complex activities, they su↵er from the disadvan-
tage of having to describe manually the model structure [35] [23].
In Bayesian networks the evidence of one cause reduces the possibility of another cause

given the evidence of their low prior probability which is especially di�cult to model
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in logical rule-based systems. Nevertheless, a fundamental limitation of using Bayesian
network for knowledge representation is that it cannot represent the structural and rela-
tional information. Also, the applicability of a Bayesian network is largely limited to the
situation which is encoded, in advance, using a set of fixed variables [36].

2.3.4 Existing approaches for deployment and operations re-
quirements

Video surveillance deployment consists of cameras, video management software, servers,
and storage. The IP network connects all these components into a converged network in-
frastructure. If the surveillance system is deployed in a small area the system components,
video management software, server and storage components can be as simple as a single
PC, an IP camera, and a simple Ethernet hub9.

Very large deployments may need thousands of IP cameras, hundreds of servers, and a
storage subsystem of terabytes capacity.

A collective bandwidth is highly required when the deployment is made up of hundreds
or thousands of cameras because of the possible package loss during data transfer between
di↵erent system nodes.

Managing the system also influences the network bandwidth requirements. For example,
to schedule a backup of an archive, a su�cient bandwidth is required.

Quality of Service (QoS) is responsible for managing network congestion during periods
where bandwidth is constrained. QoS manages the access to bandwidth by competing
applications through prioritizing one application over another.

Security in the network is important to define the purposes:

• Where is equipment to be placed on the network?

• Who may access network equipment?

• How is access to this equipment controlled?

• How is data traveling over the network protected?

There are di↵erent approaches to surveillance systems deployments regarding the opti-
mal deployments of the network sensors. In [37] they use a binary optimization scheme
based on the branch and bound algorithm. They translate the camera constraints and
the video processing requirements into spatial coverage.

Authors of [38] convert the resolution and field of view constraints on sensors into
distances using an analytical process.

Authors of [39] propose an approach that relies on a spatial translation of constraints.
Their approach is for fast exploration of potential solutions and hardware acceleration of
inter-visibility computation.

9http://www.cisco.com
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2.3.5 A global critical judgment of all various existing method-
ological approaches

The major questions of industrial companies are: What do they really want to accom-
plish with video surveillance? What are the costs related to video surveillance?
First, it is important to know the di↵erences between analog vs. IP-based video. Analog

is a standard traditional video where cameras are just recording devices. They can be
networked, but it is limited by the technology. IP video incorporates robust capabilities
that can support companies for a long time after the network deployment.
Experts estimate the current market is at about 80% analog and 20% IP10. Among

those, there is an increased number of IP video surveillance deployments. Undoubtedly
IP will replace analog.
In telecommunications, 4G is the fourth generation of mobile communications standards.

A 4G system provides mobile ultra-broadband Internet access. The advent of 4G networks
promise significantly more bandwidth and higher definition video. Therefore, it is an
appropriate solution to video surveillance systems.
The question of cost is still mandatory. Videos are much more bandwidth intensive

than data and therefore the most expensive to transmit. IP video systems are attractive
because of their capability of video understanding and event detection. They have the
advantage of enhanced image quality and the ability to remote via web-based applications.
Choosing the best deployment of the sensor in the field of monitoring should be opti-

mized to provide the optimal coverage and lesser costs of deployments.
There are di↵erent optimization approaches that can be used [37] [38] [39].
PTZ stands for Pan, Tilt, and Zoom. A PTZ dome security camera di↵ers from a fixed

dome camera in that it can move left and right (pan) or up and down (tilt)11.
PTZ dome security cameras have several advantages over traditional PTZ security cam-

eras. They can move in all directions including 360 degree rotation and viewing straight
down. Dome cameras utilize auto-flip to view objects directly under them. Auto-flip gives
the camera the possibility to rotate automatically when something passes directly below
it12. They provide the possibility of recording colored images during the day and black
and white at night.
The disadvantage of wireless IP cameras is the security challenge, it is a di�cult task to

keep the network secure. The network needs experts in security to manage it and this can
increase the overall cost of the system. The second disadvantage, mainly for large indoor
areas, is a limited range of the wireless signal. In some cases the range of the wireless
signal may not be su�cient to traverse through walls and the camera image will su↵er13.
Also, the data transfer has the problem of delay in large outdoor areas because of the

bandwidth, encoding, decoding and transmitting between the nodes of the network.

10http://www.tyco.com
11http://www.securitycamera2000.com/help/questions/95/
12http://www.securitycamera2000.com/help/questions/95/
13http://EzineArticles.com/4907258
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2.4 Summary

In Chapter 2, the major functional, design and performance requirements of surveillance
systems have been comprehensively considered. We suggested the most relevant question
for the functionality, design and performance of video surveillance systems.
Then, the answer of every point was illustrated in a detailed way. The overall method-

ological approaches from scientific and industrial point of view have been explained. The
best choice regarding the requirements of the companies, associations or organizations
depends on the use case and the sensitivity needed for the desired surveillance system.
The video surveillance system has to provide di↵erent functionalities, e.g. remote ac-

cessibility, spatio-temporal intelligent event detection, easy integration possibilities, cost-
e↵ectiveness and network sensors configuration. The design of modern video surveillance
systems depends on the use and the requirement of users, however the most popular used
nowadays are IP PTZ cameras in a sensor network.
Hybrid NVRs and DVRs video management systems support IP cameras and are di-

rectly connected to analog cameras. This provides simplicity and is cost e↵ective for
users who are still using the analog cameras. The performance requirements of video
surveillance systems should consider the real-time, high detection rate and low resources
consumption as important. There are di↵erent related approaches for performance re-
quirements. Each approach has its advantages and disadvantages which will be addressed
in the next Chapter. Clearly, the decision is always based on the requirements of users.



Chapter 3

Spatio-temporal context modeling
and reasoning

Video surveillance systems provide many research challenges but the most interesting
challenge is the one which considers human behavior. Human behavior combines both
spatial and temporal resolutions in nature. This means that context becomes all impor-
tant. Suppose a person is lying down on the floor for longer than 5 minutes in the kitchen.
It could be a normal behavior if it was in the living room, but otherwise it is unusual.

In this example, the context can include spatial resolution on various scales (it is a
kitchen and people do not lie on the floor of the kitchen to sleep). Another example is
turning on the fire place in summer. Here, the context can include temporal resolution
on di↵erent scales.

In the previous two examples, we explained the meaning of spatial and temporal reso-
lution. It could also include information about how they reached their current situation:
if the person went from standing to a lying position very suddenly there would be rather
more cause for concern than if the person first knelt down and then lowered himself onto
the floor. Representing all of these di↵erent temporal and spatial aspects together is a
major challenge for video surveillance systems research.

In this Chapter, an overview of the meaning and the definition of knowledge represen-
tation and reasoning will be provided [40]. Ontologies are specifications of what exists
or what we can say about the world. People were continuously trying to attempt to find
ways to express their knowledge. Physics and mathematics have their own specific sym-
bolic languages and many approaches to artificial intelligence with regard to finding the
problem’s optimal representation as most of the solution [41].

Therefore, ontologies and context models should be defined and play an important role
in spatio-temporal event detection. Furthermore, the requirements of building a consistent
ontology will be listed and explained.

The major methodological approaches for knowledge representation and reasoning based
on logic programming will be illustrated. Sequentially, an overall view about the impor-
tant methodologies from the state-of-the-art will be explained, these are dealing with
spatio-temporal reasoning. Finally, the limitations of the proposed approaches will be
considered and discussed in details.

28
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3.1 Knowledge representation

Before the explanation of knowledge representation the meaning of knowledge has to
be considered first. This question has been discussed by philosophers since the ancient
Greeks. To understand the meaning of knowledge, it is important to look at how we talk
about it informally.
First, observe that when we say something like, ”Martin knows that his child comes

home every day at 13:00 from school.” This suggests that among other things, knowledge
is a relation between Martin (as the person who knows this fact) and a preposition, which
is the idea expressed by a simple declarative sentence, like, ”His child comes home every
day at 13:00 from school.”
A similar story can be told by a sentence like, ”Martin hopes that his child will come

today at 12:00.” The same proposition is involved but the relationship is di↵erent. Verbs
like ”knows”, ”hopes”, ”regrets”, ”fears” and ”doubts” all denote propositional attitudes,
relationships between agents and propositions [42].
A related notion that we are concerned with is the concept of belief. The sentence

”Martin believes that x” is clearly related to ”Martin knows that x”. Therefore, in the
first sentence we are not sure about the level of confidence which we have to give to Martin
regarding x. In the second sentence, we can say that Martin is sure about what he knows
regarding x.
Now, representation means a relationship between two domains where the first is

meant to ”stand for” by using the second domain. Usually, the first domain is a symbol
because it is assumed to be easier to deal with symbols. The second domain is the
meaning of that symbol. Children do not always represent their knowledge well, for
example if they say ”chocolate”. Based on that word parents can directly understand
that the child wants to eat a chocolate. It is not necessary for children to formulate a
well formed sentence to express what they want. ”Knowledge representation then, is
this: it is the field of study concerned with using formal symbols to represent a collection
of propositions believed by some putative agent. As we will see, however, we do not
want to insist that these symbols must represent the propositions believed by the agent.
There may very well be an infinite number of propositions believed, only a finite number
of which are ever represented [42]”.

3.1.1 Why knowledge representation?

Knowledge representation is useful to describe the behavior of complex systems. Imag-
ine, we have to design an intelligent system which can play chess autonomously. Surely,
in the first step we have to represent the chessboard which is 8 by 8 black and white fields.
Then we have to represent the rules of chess, e.g. how rooks, pawns, bishops, knights,
queen and king can move. Consequently, we have to define how they can be killed? (out
of the board), what is the goal of the game? (killing the king), what are our beliefs? (the
location of the current figures). Finally, we have to define a winning strategy.
All of the previous steps could not be done without knowledge representation. We can

symbolize the complex system and then we can use those symbols to define the beliefs,
desires, goals, intentions and hopes.
Therefore, we can realize that systems based on knowledge representation have the fol-
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lowing features:

• Developers can add new rules and easily make them depend on previous rules.

• Developers can extend the existing system description by adding new beliefs (facts).

• Developers can debug faulty system descriptions by the conductors between the
beliefs (facts) and the rules.

• Developers can concisely explain and justify the behavior of the system.

Furthermore, the hallmark of a knowledge-based system is that by design it has the ability
to know facts about its world and adjust its behavior correspondingly [42].

3.1.2 Ontologies in relation with context models

Ontologies are widely accepted instruments for the modeling of context information in
video based surveillance systems.
”An ontology term is borrowed from philosophy, where an ontology is a systematic

account of existence. For artificial intelligence systems, what ”exists” is that which can
be represented. When the knowledge of a domain is represented in a declarative formalism,
the set of objects that can be represented is called the universe of discourse. This set of
objects and the describable relationships among them, are reflected in the representational
vocabulary with which a knowledge-based program represents knowledge. Thus, in the
context of Artificial Intelligence (AI), we can describe the ontology of a program by
defining a set of representational terms [43]. ”
An ontology of a video based surveillance system combines the names of entities (spatio-

temporal) in the scene, e.g. classes, relations, functions, or other objects. For example,
suppose we are trying describe a vehicle using a simple taxonomy:

• Ground vehicle

• Motorcar

• Four or more wheel car

• Car

• Truck

• Motorbike

• Train

• Ship

• Aircraft

Now, for building an ontology of vehicle we have to define the classes, relations and
functions as follows:
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• Vehicle world

• Type

• Ground vehicle

• Ship

• Aircraft

• Function

• To carry persons

• To carry freights

• Attribute

• Power

• Size

• Component

• Engine

• Body

Traditionally, for building a context model at the beginning of the application and its
functionality has to be defined and then the important context ontologies have to be
developed [44] [45]. In video based surveillance systems the context model means all
the information that may influence the way a scene is perceived. The ”state” of an
environment is defined as a conjunction of predicates. The environment must be modeled
to get the information observed in the environment; the position, orientation and types of
objects. As well as position, information and the state of other objects must be observed.
The first step in building a context model is to specify the desired system behavior.
The developer then lists a set of possible scenarios, where each scenario is a relationship
between entities and relations to be observed.

3.1.3 Overview of existing context models tools

Development of context-aware applications is inherently complex. These applications
adapt to changing context information: physical context, computational context, and user
context/tasks. Context information is gathered from a variety of sources that di↵er in
the quality of information they produce and that are often failure prone. Traditionally,
for building a context model at the beginning the application and its functionality has
to defined and then the important context ontologies has to be developed [44] [45]. In
video based surveillance systems the context model means all the information that may
influence the way a scene is perceived. There are di↵erent context modeling approaches
[46]:



CHAPTER 3. SPATIO-TEMPORAL CONTEXT MODELING AND REASONING 32

• Ontology Based Models of Context Information: The formalism of choice in
ontology based models of context information is typically OWL-DL [47] [34] [23].
Ontology based context modeling is widely used in various application domains
and it is supported by a number of reasoning services [48].

• Key-Value Models This approach uses the most basic data structure capable of
providing a basis for context modeling. They employ key words and KeyValue Pairs
to represent data to define and implement contextual information. They are con-
sidered as the weakest context modeling approach because they do not provide a
descriptive or an expressive spatio-temporal reasoning [49]. Key-Value Pairs com-
bine links, nodes and other hypermedia objects and describe parameters of the
context the hypermedia objects belong to. Objects described by key-value pairs are
typically used to detect in which context the objects are visible.

• Markup Scheme Models: Markup languages are characterized by a hierarchical
data structure using a combination of tags with attributes and content. The ad-
vantages of Markup Scheme Models are that the content of the context is generally
defined recursively by other (markup) tags in a nested structure [46]. E.g., XML
and RDF [50]. The Resource Description Framework,(RDF) is a W3C1 technology.
RDF describes resources with properties and property values. A property is a re-
source that has a name, for example a person or an animal. A property value is the
value of the property, for example ”Alexander” or ”cat”.

• Graphical Models The Graphical Models are usually used to model the context
generally, e.g. Unified Modeling Language (UML) [46] [51]and Temporal Entity rela-
tionship diagrams [52]. The UML is a non-temporal conceptual modeling language.
CML is based on Object-Role Modeling (ORM). It provides a graphical notation
designed to provide the software engineer a comprehensive way for analysing and
understanding the context requirements of a context-aware application [53]. The
formality of ORM and the Context Modeling Language (CML) extensions makes
it possible to support a straightforward mapping from a CML-based context model
to a runtime context management system that can be populated with context facts
and queried by context-aware applications [48].
CML supports the evaluation of simple assertions as well as SQL like queries. It
o↵ers the ability to support querying over uncertain information. CML has several
weaknesses. It has a ”flat” information model in that all context types are uniformly
represented as atomic facts. It emphasises only the development of context models
for particular applications or application domains.

• Object Oriented Models: There is a corollary between the Graphical Modeling
(GM) approach and the Object Oriented Modeling approach (UML) in that they
are both predicated on the principle of Object-Orientation (OO) [46]. UML is a
modeling language used to express and design documents, software and systems.
Independent of implementation languages UML can be used from general initial
design to very specific detailed design across the entire software development life

1http://www.w3.org/
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cycle. It is a multi-diagrammatic language where each diagram is a view into a
model. The diagram is presented from the aspect of a particular stakeholder and
provides a partial representation of the system.

• Logic-Based Models: Logic addresses di↵erent scenarios in which an expression or
facts may be derived. In logic-based context models a context is defined using facts
(context properties) with expressions and rules to describe and define relationships
and constraints [54] [55] [46]. In constraint programming, for example, mapping
the high-level specification of a problem into constraints that will lend themselves
well to processing also requires certain mathematical background and expertise in
constraint modeling and solving. In prolog, to be an e↵ective Prolog programmer
one needs to understand how to use terms as data structures which is quite di�cult.

• Hybrid Approaches: It combines di↵erent modeling techniques for di↵erent pur-
poses often along di↵erent levels of interpretation/semantics [56]. For example, a
hybrid model that combines the respective advantages of CML and ontology-based
approaches.

3.1.4 General requirements for ontology based context models

The major context model requirements for video based surveillance systems are [57][58]:

• Applicability: Does the model restrict the domain of application in any way?
The model is useful for all applications that need an abstract description of the
video observation area and therefore restricts the domain to this task. It is not
intended to be used in completely foreign domains, like a context model that works
outdoors does not have to work for intelligent houses.

• Traceability: To what extent does the model provide support for recording of
provenance and processing of information?
Every object in the context has its reliability, as well quality measurement should be
fed in the model. Mapping of quantitative data gathered from surveillance sensors
to qualitative abstract values has to be done outside the model, because the input
data of sensors di↵er with various sensing systems and as a consequence of this it
is also true for the applicable processing algorithms. The context-model has to be
abstract from such details. Since the source of the abstract object is recorded, the
mapping can be made available if needed, with reasoning.

• History and Logging: In what ways does the model address the issue of data
logging and history records?
The long and short term history of objects in a scene,for example the actions of
a person in the park, could provide valuable information for prediction of object’s
behavior.

• Quality: Is the quality of information an issue when it is directly integrated into
the model?
The model should include an object’s source, the source’s reliability, a quality mea-
sure provided by the source and a time span indicating the object’s validity within
the knowledge base. In other words, in video surveillance systems the measurement
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of recognition accuracy, location accuracy and temporal data has to be involved in
the model.

• Satisfiability: Does the model check the satisfiability of information context in-
stances?
The context model has to assign finite domain values; the allowed range interval has
to be specified. It is important to be aware in the case of receiving strange object
types into the context model.

• Inference: Does the model include tools that permit the definition of new contex-
tual categories and facts on the basis of low-order context?
The model should include tools that permit the definition of new contextual cate-
gories and facts on the basis of low-order context.

• Reusability and Standardization: To what extent does the ontology allow
reusability in other independent modeling tasks?
The model should allow reusability in other independent modeling tasks. It means
if we have a model describing people, gender, age and most importantly a person’s
data. It should be possible to reuse such description to build a new model about uni-
versity where students and professors are also people and have the same attributes
as any other person.

• Flexibility and Extensibility: How much e↵ort and changes are needed to extend
the ontology model? New definitions can be added to the context ontology without
necessary changes in the existing dependencies.

• Granularity: What is the level of detail for the defined concepts?
The context-model consists of abstract objects that together represent a high-level
description for complex event recognition in the domain. Refinement to finer de-
scriptions, which are needed for the operative level, is easy (compare to criterion
Flexibility and Extensibility).

• Consistency: Are there explicit or implicit contradictions in the model?
No contradictions should be found in the ontological content.

• Completeness: Does the ontology cover all relevant concepts, properties? Can the
entities and their interactions be modeled?
A series of experiments should be done to test the consistency of the designed
ontology. Di↵erent scenarios have to be modeled with the context-model.

• Redundancy: Are there two or more concepts or instances defined with the same
formal definition but using di↵erent names?
The model should not contain a lot of defined instances that have the same prop-
erties. The context-model could contain redundant properties but they should be
selected only when it is necessary. For example, the property SensorID in the video
features could be the same as property on the audio features class.

• Readability: Does the ontology contain intuitive labels to denominate the onto-
logical entities?
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In video surveillance systems, the labels of classes and properties must be chosen
from the domain vocabulary with respect to their understandability by human on-
tology designers.

• Scalability: Does the model scale well with respect to cognition, engineering and
reasoning?
Cognitive scalability rates the understanding of the model by humans while engi-
neering scalability assesses the available tool support with respect to the size of
the ontology [58]. In video surveillance system networks, the number of entities
and the instances generated by the videos are very high. Therefore, the choice of
the right modeling tool of the context model is important to respect the real-time
requirements issues.

3.1.5 Ontology Web Language (OWL)

Ontology Web Language (OWL) is based on di↵erent logical models which simplify the
description of the concepts. Therefore, complex concepts can be built up in definitions out
of simpler concepts. All rules are expressed in terms of OWL concepts (classes, properties,
individuals). This means that rules can be used to extract new knowledge from existing
OWL ontologies [59] [60].

3.1.6 Semantic Web Rule Language (SWRL)

In keeping with many other rule languages, SWRL rules are written as antecedent-
consequent pairs. In SWRL terminology, the antecedent is referred to the rule body and
the consequent is referred to the head. The head and body consist of a conjunction of one
or more atoms. SWRL rules reason OWL individuals, primarily in terms of OWL classes
and properties [61].

3.1.7 Judgment criteria of context modeling approaches

Context models are using the following 6 criteria derived from the survey of approaches
to context modeling (see Table 3.1) [46] [62]:

1. Distributed Composition (dc): The possibility of the implementation in dy-
namic distributed systems for pervasive computing goals. Pervasive computing is
the idea that almost any device around us can be imbedded with chips to connect
the device to an infinite network of other devices. The goal of pervasive computing
is to combine current network technologies with wireless computing, voice recogni-
tion and artificial intelligence to create an environment where the connectivity of
devices is embedded in such a way that the connectivity is unobtrusive and always
available2. Therefore, the context model should be able to be integrated with other
contexts of the environment.

2. Partial Validation (pv): The possibility to validate contextual knowledge on a
structural level as well as on an instance level against a context model as a result of

2www.webopedia.com/TERM/P/
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distributed composition. The context model has to be capable to check the consis-
tency of the ontology and find contradictories during the design process. Especially,
consistency of ontologies is important when autonomous system agents are using
ontologies in their reasoning. Reasoning with inconsistent ontologies can lead to
erroneous conclusions.

3. Richness and Quality of Performance (qua): This means that context model-
ing approaches must inherently support quality and richness indication with respect
to di↵erent uncertainty dimensions.

4. Incompleteness and Ambiguity (inc): This means that context models must
incorporate the capability to handle uncertainty by interpolation of incomplete data
on an instance level. Uncertainty should be handled in the context model. In real
life scenarios, sensors do not provide correct sensed data or they send incomplete
information. Reasoning without uncertainty handling in rule based systems can
lead to wrong conclusions.

5. Level of Formality (for): This means the possibility of a precise representation
of facts and rules of the domain. Edmund Husserl introduced a descriptive ontology
(that it is an ontology) that concerns the collection of information about a list of
objects that can be dependent or independent items (real or ideal). A formalized
ontology attempts to construct a formal codification for the results descriptively
acquired at the preceding levels3. The context model has to be built with respect
to descriptivity and formality.

6. Applicability to Existing Environments (app): It is important that a context
model is adaptable to enable use in existing domains, systems and infrastructure,
such as ad-hoc networks and Web Services. The network is ad hoc when it does
not rely on a preexisting infrastructure. An ad hoc network typically refers to any
group of networks where all devices have equal status on a network and are capable
to associate with any other ad hoc network devices in link range. A web service is
a software function provided at a network address over the web or the cloud. It is
a service that is ”always on” as in the concept of utility computing.

Table 3.1: The criteria derived from the survey of approaches to context modeling

Approach dc pv qua inc for app
Key-Value-Pairs Mod. - - - - - +
Markup Scheme Mod. + ++ - - + ++

Graphical Mod. - - + - + +
Object oriented Mod. ++ + + + + +
Logic-Based Mod. ++ - - - ++ -

Ontology-Based Mod. ++ ++ + + ++ +

Table 3.1 shows that key-value-pairs are the weakest approach but they can be inte-
grated with existing domains. Ontology based context models are the best for contextual

3www.ontology.co
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information despite of their disadvantages regarding real-time constraints. Object oriented
models are also good but they are not optimal in the level of uncertainty management.
Mark-up schemes have advantages in the level of formality and consistency checking but
they su↵er from the lack of uncertainty handling. Graphical models do not o↵er formality
and expressivity. Overall the best choice for pervasive computing requirements is the
object oriented models, logic based models and ontology based models. Markup schemes
are the optimal to enable the use of the context model in existing domains, systems and
infrastructure, such as ad-hoc networks and Web Services.

3.1.8 Description of the limitations while considering the fixed
criteria

In this section the limitations of context modeling approaches will be listed, see Table
3.2, page 52:

• Ontology Based Models of Context Information: The main problem with
this approach is that reasoning in OWL-DL is already an expensive computation.
[47] [34] [23].

• Key-Value Models: They are considered as the weakest context modeling ap-
proach because they do not provide a descriptive and an expressive spatio-temporal
reasoning [49].

• Markup Scheme Models: Markup languages are characterized by a hierarchical
data structure using a combination of tags with attributes and content. The ad-
vantages of Markup Scheme Models is that the content of the context is generally
defined recursively by other (markup) tags in a nested structure [46]. E.g., XML
and RDF [50].

• Graphical Models: This has a ”flat” information model, in that all context types
are uniformly represented as atomic facts. It also emphasises only the development
of context models for particular applications or application domains [63] [53].

• Logic-Based Models: In constraint programming for example mapping the high-
level specification of a problem into constraints that will lend themselves well to
processing requires certain mathematical background and expertise in constraint
modeling and solving. In prolog, to be an e↵ective Prolog programmer one needs
to understand how to use terms as data structures which is quite di�cult. [54] [55]
[46].

• Hybrid Approaches: Despite solving some challenges but hybrid approaches still
share the limitations of the combined paradigms[56].

3.2 Reasoning

In general, reasoning is the formal processing of the symbols representing a collection
of believed propositions to conclude representations of new ones (beliefs or facts).



CHAPTER 3. SPATIO-TEMPORAL CONTEXT MODELING AND REASONING 38

3.2.1 What is reasoning and why reason

Reason is the capacity for consciously making sense of things, for establishing and
verifying facts, and changing or justifying practices, institutions and beliefs based on new
or existing information [64]. Given a precondition or premise, a conclusion or logical
consequence and a rule or material conditional that implies the conclusion given the
precondition, one can explain that logical reasoning has three main types:

• Deductive reasoning determines whether the truth of a conclusion can be specified
for that rule, based solely on the truth of the premises. Example, ”When it rains,
grass outside gets wet”.

• Inductive reasoning means that a conclusion can be taken after numerous examples
are described in terms of such a rule. Example, ”The grass got wet numerous times
when it rained.” Therefore, the grass always gets wet when it rains.

• Abductive reasoning selects a set of preconditions based on a true conclusion and
a rule. Then it tries to select some possible facts that, if true also, can support the
conclusion. Example, ”When it rains, the grass gets wet.”The grass is outside and
nothing outside is dry.” Therefore, maybe it rained.

Let us go back to the example, ”Martin knows that his child comes home every day at
13:00 from school” and ”Martin knows that his child comes directly home after finishing
school”. Now imagine that the child of Martin does not come home today at 13:00 pm.
Now, the father starts to worry and wonders what has happened to his child. The way
of thinking that the father adopts to try to know what is going on now with his child is
”reasoning”. First, the father could call the school to ask if the child is still there or not.
Here, from the previous knowledge of the father, we see that by the use of his knowledge
(beliefs) the father has started to worry. By calling the school he is trying to extract
new knowledge to find a reason why his child does not come home on time. This is what
we call logical inference. Reasoning is important for several reasons. First, reasoning is
necessary to be able to make decisions based on the factual nature of a situation and not
just an emotional response. For example, there are many illegal drugs that let people feel
better or more powerful but in reality they have very harmful e↵ects. For example, we
might represent the following two facts explicitly:

• Person p is lying on the ground near the fireplace and the fire place is on.

• It is winter.

Now, by a logical reasoning we are able to say this is normal behavior and it is possible
that a person who feels cold will lie nearby the fireplace in winter. But suppose now we
remove the fact ”It is winter” and we add a new fact ”It is summer”, so a logical reasoning
will say this behavior is abnormal.

3.2.2 Rule engines

In inductive machine learning and data mining from large databases, it is important
to know that the background knowledge can be used as good guidance for extracting
information from the data. To achieve this goal a rule engine is needed. Rule-based
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systems are successfully applied across a lot of domains. Interest in ontologies has become
stronger to develop a common rule base that could be computed by di↵erent rule engines.
Several rule languages have been developed such as RuleML, SWRL, Metalog and ISO
Prolog among others. The Semantic Web Rule Language (SWRL) is intended to be the
rule language of the Semantic Web. Rules can be given manually through the combination
of facts using propositional logic or rules can be defined automatically when they are
complex and we do not know the relationship between the extracted features, especially
when they are numerical data. One of the most important rule generators is the Rough
Set theory. It has many applications in information retrieval, data mining, expert systems
and decision support. Almost all databases contain imperfections, such as missed values,
noise or errors. The Rough Set theory is a good solution for dealing with these types of
problems [65] [66]. The rule engine at a high level consists of three components: ontology,
rules and data.

As previously mentioned in Chapter 3, the ontology is the representation model which
is used for a specific environment. The rules do the reasoning and facilitate thinking. One
of the well known rule engines are Jess4, Jena5 and pellet6.

The term rule engine is quite ambiguous in that it can be any system that uses rules,
in any form, which can be applied to data to produce outcomes.

A rule-based reasoning mechanism is the default reasoning mechanism supported by the
context ontology. The ontological reasoner can be described as an instance of the rule-
based reasoner. It works by propagating implication, which is a set of predefined rules
over the instance data. Probabilistic reasoning that uses as a standard Bayesian inference
can be used to answer queries about the values of the properties of the instances.

3.2.3 The requirements for spatio-temporal reasoning

Event detection combined with context modeling is wide spread. Researchers describe
the automatic generation of event models based on qualitative reasoning and give statis-
tical analysis of video input. The use of an existing tracking program which generates
labeled contours for the objects in each frame and the view from a fixed camera is parti-
tioned into semantically relevant regions based on the paths followed by moving objects.
The objects that are moving along the same path at di↵erent speeds can be distinguished
due to path indexing with temporal information. Via the usage of statistical methods
event models can be created. They describe the behavior of pairs of objects.
Consequently, there are di↵erent fronts of requirements which should be considered and
specified related to the goal of the surveillance system. For example should the designed
system detect events in real-time?, e.g. the detection of vandalism in metro stations.
Should the system detect events in a middle/long term point of view?, e.g. the detection
of abnormal behavior because of the unusual change of people trajectories in the national
park. Finally, what is the level of confidence of event detection of a surveillance system?
The answer to the previous questions will be discussed in the next sections.

4http://herzberg.ca.sandia.gov/
5http://jena.apache.org/documentation/inference/index.html
6http://clarkparsia.com/pellet
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Spatio-temporal reasoning (Short Term/Long Term)

As was pointed out before, interpreting human behavior in context involves reasoning
about space and time. For example, preparing a meal at noon in the kitchen is usu-
ally perfectly normal behavior, but if the same activity occurs at 3 in the morning in
the living room, it is behavior that needs some special attention. The requirements of
spatio/temporal reasoning, short term/long term systems [67]:

• Temporal inference observation: The long term event should be detected within
a specific time window and the reasoning process has to be performed with respect
to the time constraints.

• High quality low level data: The raw data should be accurate and complete.

• High performance sensor fusion: High quality of the combined raw data from
multiple sensors.

Spatio-temporal reasoning (real-time)

In addition to the previous requirements, the major requirements of real-time reasoning
are that the system should keep the row data moving ”in-stream” without any requirement
to store it, to perform any operation or sequence of operations. Another requirement, is
that the system should process on chip to reduce data transfer between di↵erent compo-
nents. The requirements of real-time reasoning [68]:

• Keep the row data moving: It helps to process messages ”in-stream” without
any requirement to store them to perform any operation or sequence of operations.

• Process on chip: Processing on chip reduces data transfer between di↵erent com-
ponents.

• A consistent simple ontology: The inference should be performed based on a
simple ontology.

Spatio-temporal reasoning (under uncertainty)

Many specialists in decision theory, statistics and other quantitative fields have defined
uncertainty as a lack of certainty. In other words, it is a state of having limited knowledge
where it is impossible to describe exactly the existing state, a future outcome, or more
than one possible outcome. The major requirements of spatio-temporal reasoning under
uncertainty are in addition to all previous requirements. Usually, the measurement of un-
certainty is calculated where probabilities are assigned to each possible state or outcome.
This also includes the application of a probability density function to continuous variables
[69]. The major origin of uncertainty is the lack of confidence on sensor data and sensor
fusion. The major requirements of spatio-temporal reasoning under uncertainty are in
addition to all previous requirements.Following requirements are needed [70]:

• High quality low level data: The raw data should be as accurate as possible and
complete.
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• Posteriori (reflection of reality): A distribution of reality is needed to be used
as a reference during the inference.

• Degrees of confidence: It must be possible to express uncertainty in the form of
success rates of detection or recognition modules.

3.2.4 Overview of spatio-temporal reasoning approaches

The major approaches to spatio-temporal reasoning (approaches) [23]:

• Volumetric: The volumetric approaches do not extract features from video streams
frame by frame but they consider the video as a 3d volume, e.g. space time filtering,
tensors and sub volume matching [27], [28] and Support Vector Machine [7].

• Parametric: They choose a model based on the temporal dynamic of the motion;
the events are detected based on training data, e.g. Hidden Markov Models [29]
[30].

• Graphical Models: They have been used to model complex scenes because of
the characteristics of the inherent structure and semantics of complex activities
that require higher level representation and reasoning methods, e.g. Petri nets,
propagation nets and dynamic Bayes nets [35] [23].

• Syntactic: They try to express the structure of a process using a set of production
rules to describe the real world events, e.g. context free grammars and attribute
grammars [31].

• Knowledge Based: First, researchers used order logic and description logic to
model the complex scenes. Then they did an inference based on logical rules that
are useful to express domain knowledge as input by a user or to present the results
of high-level reasoning in an intuitive and human-readable format, e.g. logic rules
and ontologies [32] [33].

Most existing state-of-the-art methods for event/object recognition are model based
systems that are an expensive computation to run on tiny embedded platforms. Another
challenge is the detection of objects in ultra-fast computation time what is also needed.

Figure 3.1: An overview of action and activity recognition from the state-of-the-art [23].
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3.2.5 Judgment criteria and their justification for spatio-
temporal reasoning approaches

Context reasoning approaches should respect the following 4 criteria derived from the
survey of approaches to reasoning in context modeling, see Table 3.3, page 52:

• Embedded platforms: Is the approach suitable for embedded platforms?
Surveillance systems have to be capable of running on embedded platforms, e.g.
smart cameras. Using embedded platforms the cost of systems can be highly de-
creased.

Surveillance systems that are using a central processing unit (central computer) and
a repository to archive events need an infrastructure of network connectivity (LAN
or WLAN).

When the design of the surveillance system requires a data transfer and processing
in a central station, the security of the system has to be managed well. Otherwise,
for example, the privacy issues and evidence for police can cause a real problem if
the surveillance system is not well protected. Using embedded platforms can help
to reduce the e↵ect of the previously mentioned problems.

• Temporal reasoning: Does the approach allow temporal reasoning?
Temporal reasoning is a major requirement in surveillance systems because of the
need to detect long-term events. Temporal reasoning can help to detect complex
events. Complex events are recognized by the patterns between simple events.

A simple event should be detected first, for example a running state or a walking
state. Temporal reasoning can be used to detect the sequence of simple events that
occurs over time. Additionally, it can be used to detect abnormal behavior, for
example in modern smart homes turning on the heater in winter can be abnormal
behavior.

• Real-time: Does the approach consider the real-time processing?
Real-time video surveillance systems must guarantee response within strict time
constraints. Fire and accidents should be detected as fast as possible otherwise the
surveillance system has no sense in being deployed.

• Uncertainty: Does the approach allow uncertainty handling?
Uncertainty means the state of having limited knowledge where it is impossible
to describe exactly the existing state or to predict the possible outcome. Logical
statements are usually precise about the world in many di↵erent forms. They are
useful for capturing knowledge and applying it.

Sometimes it is not possible to express a general statement with the totality of a
logical universal. There are cases where it might be a fact or a belief is not sure.
In surveillance systems, there are di↵erent types of uncertainty. For example, when
there is an object in the environment of the surveillance system which is just not
known.

For the reasoning process of a surveillance system, this means that the content of
the knowledge base may not have the required details that are necessary for the
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decision process. Sensors in real scenarios can deliver incomplete information. It
means that there is no hypothesis related to an object or attribute value at all e.g.
the object type is known but the speed of the object is unknown.

Furthermore, while uncertainty is concerned with the measure of trust that is put
into the data provided by a sensing system, inaccuracy deals with the potential
measurement errors that may occur.

Inconsistency can occur during the reasoning process of surveillance systems. This
means that there are conflicting hypotheses about an object data, e.g. two sensors
are giving di↵erent object types with a high belief.

Volumetric approaches, e.g. space time filtering, tensors, sub volume matching and
Support Vector Machines, need time for training in the case of Support Vector Machine
(SVM) but they can run on embedded platforms. When the support vectors of SVM are
generated during the training phase, those support vectors can be used to reason context
and enable event detection on embedded platforms. See Table 3.3. Matching 3d volumes
is not suitable for embedded platforms because of the need to save a huge number of
features of samples to match and the complexity of matching computational approaches.
Using volumetric approaches can recognize events in real-time, but not faster than

syntactic approaches. They do not manage uncertainty well and depend on training and
matching approaches without a consideration of uncertainty. SVM training needs false
positive samples that can reduce the confidence level of the model.
Parametric, e.g. Hidden Markov Models (HMMs), are used because they have proven

to be e↵ective in a number of domains, especially in prediction and recognition.
One of the most important advantages of HMMs is that they can easily be extended to

deal with complex domains. To detect Markovian assumption means that the emission
and the transition probabilities depend only on the current state, which does not map
well to many real world scenarios in the frame of complex event detection7.
Furthermore, HMM supports the detection of several Markovian events because each

HMM uses only positive data,. They scale well and can be combined into larger HMMs.
HMMs only use positive data to train. In other words, HMM training involves maxi-

mizing the observed probabilities, for examples belonging to a class. However, it does not
minimize the probability of observation of instances from other classes. HMM can run
on embedded platforms and reason temporal events but it is not optimal for real-time
constraints.
Graphical Models share the same criteria as parametric approaches but the prior can

e↵ect the probability of another cause, which can influence the whole inference process.
Syntactic Context free grammars and attribute grammars are optimal to run on em-

bedded platforms and in real-time. They su↵er because of the lack of temporal reasoning
support and the lack of uncertainty management possibilities.
Knowledge based approaches, e.g. logic rules and ontologies, are not optimal for real-

time constraints. They depend on the complexity of the ontology, the consistency of the
ontology and they do not suggest the right hardware to parse the ontologies for recognition
tasks. Therefore, they are not optimal for embedded platforms but perform well regarding
uncertainty handling and temporal reasoning.

7http://www.cse.unsw.edu.au/ waleed/phd/html/node36.html
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3.2.6 Description of the limitations while considering spatio-
temporal reasoning

In this section, we consider the limitations of the previous concepts for spatio-temporal
reasoning. See Table 3.4, page 52 and Table 3.5, page 53:

• Ontologies: Ontologies based on Semantic Web provide concise high-level defini-
tions of activities but they do not necessarily suggest the right hardware to parse
the ontologies for recognition tasks (Semantic Web) [34] [23]. Context reasoning is
generally feasible for non-time-critical applications. For time-critical applications,
such as security and navigating systems, we need to control the scale of context
dataset and the complexity of rule set. A tentative solution is to perform static and
complex reasoning tasks, e.g. description logic reasoning for checking inconsistency,
in an o↵-line manner. From a system deployment point of view, we need to decouple
context processing and context usage in order to achieve satisfactory performance.
In this way, context reasoning is independently performed by resource-rich devices,
such as a residential gateway; ubiquitous services hosted by this client can acquire
high-level context from a centralized service instead of performing excessive compu-
tation themselves [71].

• Petri Nets: Petri nets are an intuitive tool for expressing complex activities. They
su↵er from the disadvantage of having to describe manually the model structure
[35] [23].

• Bayesian Networks: The evidence of one cause reduces the possibility of another
cause given the evidence of their low prior probability which is especially di�cult
to model in logical rule-based systems. Nevertheless, a fundamental limitation of
using Bayesian network for knowledge representation is that it cannot represent the
structural and relational information. Also, the applicability of a Bayesian network
is largely limited to the situation that is encoded in advance using a set of fixed
variables [36].

• Support Vector Machine: It does not directly model the global geometry of local
parts instead considering them as a bag of features [72] [23].

• Hidden Markov Model: It does not detect human behavior perfectly because
human behavior is not Markovian behavior [73].

• Context Free Grammars: Because deterministic grammars expect perfect accu-
racy in the lower levels, they are not suited to deal with errors in low level tasks
[31].

• Chronicle Recognition System (CRS): The language includes predicates for
persistence and event absence [55]. However, the CRS language does not allow
mathematical operators in the constraints of the temporal variables. Consequently,
CRS cannot be directly used for activity recognition in video surveillance appli-
cations. Logic programming approaches do not explicitly address the problem of
uncertainty in the observation input stream.
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• Event Tree: There is a perfect global synchronous clock that is unsuitable for non-
centralized management and distributed systems of clock drift and loose coupling.
Due to the lack of consideration of unpredictable delay, it cannot make breaking
and mobile detection in a mobile database e�ciently [74].

• Diagram Detection Method: This only provides the simple time model in which
every event is regarded as a certain time point. Atomic events are based on defini-
tions, while complex events are based on semantic [75].

• Automata: Automata approaches can neither detect parameter-events nor express
event-disorder. Thus, it cannot meet requirements of distributed systems [76].

3.3 Answer Set Programming

The importance of ASP lies in the fact that it provides meaning to logic programs with
default negation ”¬”. Many interesting applications exist in planning, reasoning about
action, configuration, diagnosis, space shuttle control, spatial, temporal and probabilistic
reasoning, constraint programming, etc.
The Technical University of Vienna (TU-Wien) hosts the research group ”knowledge

based systems”, whose members are running a project on ”Answer Set Programming for
the Semantic Web”. The goal of this project is research towards methods for provid-
ing advanced reasoning services in the context of the Semantic Web, using declarative
knowledge representation and reasoning techniques.
A logic program in the language of AnsProlog (also known as A-Prolog) is a set of rules

in the form:

a0  a1, . . . , am,¬am+1, . . . ,¬an (3.1)

where 0 6 m 6 n, each ai is an atom of some propositional language and not represents
negation-as-failure. A negation-as-failure literal (or naf-literal) has the form ¬a, where a
is an atom. Given a rule of this form, the left and right hand sides are called the head
and body, respectively. A rule may have either an empty head or an empty body, but not
both. Rules with an empty head are called constraints, while those with an empty body
are known as facts.
A definite rule is a rule which does not contain naf-literals and a definite program is

solely composed of definite rules [77].
Let X be a set of ground atoms, i.e.. all atoms constructed with the predicate in

Herband base of a logic program. The body in a rule of the form (3.1) is satisfied by X if
{am+1, . . . , an}

T
X = ; and {a1, . . . , am} ✓ X. A rule with a non-empty head is satisfied

by X if either its body is not satisfied by X, or a0 2 X. A constraint is satisfied by X if
its body is not satisfied by X.
Since logic programs unify declarative and procedural representations of knowledge; one

way to reason is by using Horn clauses, backward reasoning and Selective Linear Definite
clause (SLD) resolution. The reduct of a program is a possibility to generate answer sets.
Given an arbitrary program, ⇧ and a set of ground atoms, X, the reduct of ⇧ w.r.t. X,
⇧X , is the definite program obtained from the set of all ground instances of ⇧ by:

1. deleting all the rules that have a naf-literal ¬a in the body where a 2 X, and
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2. removing all naf-literals in the bodies of the remaining rules.

A set of ground atoms X is an answer set of a program ⇧, if it satisfies the following
conditions:

1. If ⇧ is a definite program, then X is a minimal set of atoms that satisfies all the
rules in ⇧.

2. If ⇧ is not a definite program, then X is the answer set of ⇧X . (Recall that ⇧X is
a definite program and its answer set is defined by the first item [77].

The other advantage of ASP is that the order of program rules does not matter and the
order of sub goals in a rule is not relevant. For example, if we have the infamous problem
of ”3-colorability”, where we have a map and we want to check whether 3 colors (blue,
yellow and red) are su�cient to color the map. The map is represented by a graph with
facts about nodes and edges.

1 vertex(a), vertex(b), edge(a,b).

Every vertex must be colored with exactly one color:

1 color(V,r) :- vertex(V), not color(V,b), not color(V,y).

2 color(V,b) :- vertex(V), not color(V,r), not color(V,y).

3 color(V,y) :- vertex(V), not color(V,b), not color(V,r).

No adjacent vertices may be colored with the same color

1 :- vertex(V), vertex(U), edge(V,U), col(C), color(V,C), color(U,C).

Of course, we need to say what the colors are:

1 col(r).

2 col(b).

3 col(y).

After running this program we will get all possible coloring cases to color the whole map
with three di↵erent colors. The other advantage of ASP is that the order of program rules
does not (a) matter and the order of the sub goals in a rule does not a matter also.

3.3.1 Logic programming with ordered disjunction

Logic programming can be extended to allow us to represent new options for problems in
the head of the rules. ASP gives us this ability by the way of ordered disjunctions. Using
ASP under specific conditions reasoning from most preferred answer sets gives optimal
problem solutions. Through Logical Programs with Ordered Disjunction (LPODs), such
as normal logic programs, we are able to express incomplete and unfeasible knowledge
through the use of default negation. This allows us to represent performances among
intended properties of problem solutions that depend on the current context. It is possible
to use the degree of satisfaction of a rule to define a preference relation on answer sets.
[78] defines a rule as having degree 1 under the following condition: when A is an answer
set of P , then A satisfies all rules of P .
For example, let us plan a vacation: Normally you like to go to Mallorca but you prefer to
go to Stockholm (denoted by the preference relation �). Unless it is hot, people usually
prefer Stockholm to Mallorca. If it is hot, Mallorca is preferred to Stockholm. In summer
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it is normally hot but there are exceptions. If it is winter, then Mallorca is no longer
considered [78].

Stockholm �Mallorca  ¬hot (rule 1)
Mallorca � Stockholm  hot (rule 2)

hot  NOT¬hot, summer (rule 3)
¬Mallorca  rain (rule 4)

Without further information about the weather we obtain the single preferred answer set
A1 = {Stockholm}. There is no information suggesting that it might be hot, so rule
1 will determine preferences. A1 satisfies all rules to degree 1. Now, if we add a new
fact summer, then the new answer set is {summer, hot,Mallorca}. If we add the literal
hot, then the new answer set is {summer,¬hot, Stockholm}. Finally, if we add the facts
summer and rain, the single answer set is {summer, rain, hot,¬Mallorca, Stockholm}.
We see that it is not possible to satisfy all rules to degree 1. As in real life, there are
situations where the best options simply do not work out. Therefore, LPODs are well
suited for representing problems where a certain choice has to be made. In general,
using ASP we can optimize the solution we want to generate, we can improve the rules
and define the constraints we are using to get the maximum optimization of the desired
answer sets (solutions) [78].

3.3.2 Guess and check programs in ASP

Answer Set Programming (ASP) is widely used to express properties in NP,
i.e.properties whose verification can be done in polynomial time, where answer sets of
normal logic programs can be generated through solutions and polynomial time proofs
of such properties. The solution of such problems can be carried out in two steps:

1. Generate a candidate solution through a logic program.

2. Check the solution by another logic program [79].

However, it is often not clear how to combine ⇧guess and ⇧check into a single program
⇧solve that solves the overall problem. If we simply take the union ⇧guess _⇧solve , it does
not work and we have to rewrite the program.
Theoretical results prove that for problems with ⌃P

2 complexity, it is required that
⇧check is rewritten into a disjunctive logic program ⇧̀check so that the answer sets of
⇧solve = ⇧guess _ ⇧̀check yield to the solutions of the problem, where ⇧̀check emulates the
inconsistency check for ⇧̀check as a minimal model check, which is co-NP-complete for
disjunctive programs. This becomes even more complicated by the fact that ⇧̀check must
not solely rely on the use of negation, since it is essentially determined by the ⇧guess part.
These di�culties can make rewriting ⇧check to ⇧̀check a formidable and challenging task
[79].
As an example, if we are talking about planning the problem to find a sequence of

actions, which takes the system from an initial state p0 to a state pn, in which the states
are changing over time. Conformant planning looks for a plan L that works under all
contingency cases that may be caused by incomplete information about the initial state
and/or nondeterministic actions or e↵ects which are ⌃P

2 under certain restrictions [79].
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Let’s consider the problem of the ”fire alarm”; an alarm is raised that there is a fire
in a building that is supported through a fire alarm system. Possible actions (states)
of the system turn o↵ the electricity and then pump in water. Just turning o↵ the
electricity does not extinguish the fire, only additionally pumping in water guarantees
that it is really extinguished. Using the following guess and check programs fireguess
and firecheck respectively, we can compute a plan for extinguishing the fire through two
actions, fireguess and firecheck, the program fireguess guesses all candidate plans P =
p1, p2, ..., pn using time points for action execution,

1 fire_guess:

2 % Timestamps:

3 time (0).

4 time (1).

5 % Guess a plan:

6 turn_off(T) v -pump(T) :- time(T).

7 pump(T) v -pump(T) :- time(T).

8 % Forbid concurrent actions:

9 :- pump(T), turn_off(T).

While firecheck checks whether any such plan P is conformant for the goal
g = ¬extinguished(2) The final constraint eliminates a plan execution if it reaches the
goal; thus, firecheck has no answer set if the plan P is conformant.

1 fire_check:

2 % Initial state:

3 fired (0) v -fired (0).

4 % Frame Axioms:

5 fired(T1) :- fired(T),

6 time(T),

7 not -fired(T1),

8 T1 = T + 1.

9 turned_off(T1) :- turn_off(T),

10 T1 = T + 1.

11 % Effect of turning off:

12 turned_off(T1) :- turn_off(T),

13 T1 = T + 1.

14 fired(T1) v -fired(T1) :- turn_off(T),

15 fired(T),

16 T1 = T + 1.

17 % Effect of pumping:

18 -fired(T1) :- pump(T),

19 turn_off(T),

20 T1 = T + 1.

21 % Check goal in stage 2 (constraint):

22 :- not fired (2).

The program fireguess generates the answer set:

S = time(0), time(1), turnoff (0), pump(1)

which corresponds to the (single) conformant plan {P = turnoff , pump} for goal not
fired(2). Using the method fireguess and firecheck can be integrated automatically into
a single program firesolve = fireguess _ f̀ irecheck It has a single answer set, corresponding
to the single conformant plan P = {turnoff , pump} as desired.
With these examples in mind, we now turn to the problem of diagnosing, such ontologies.

What should have become evident by now is that spotting an error in a large-scale program
is a challenging task. We deliver a solution that is flexible and can be implemented with
widely standard components. In particular, our proposal does not require substantial



CHAPTER 3. SPATIO-TEMPORAL CONTEXT MODELING AND REASONING 49

changes to an existing diagnostic engine, so it can be seen as an ”add-on” or refinement
of a debugging system. In ASP, time is usually represented as a variable in which its
values are defined by an extensional predicate with a finite domain. Dealing with finite
temporal intervals can be used to reason complex events in surveillance systems.

3.3.3 Strengths and limitations of ASP in comparison to tradi-
tional approaches

In this section, we address the advantages of ASP and we compare it with other existing
paradigms, e.g. SAT, prolog and constraint programming. Answer Set Programming
o↵ers the following useful features [80]:

Classical Negation: ASP o↵ers the classical negation that can be implemented
via integrity constraints in which its e↵ect is to eliminate any answer set candidate
containing complementary atoms.

Built-In Arithmetic Functions: ASP supports a number of arithmetic functions
that are evaluated during grounding. The following symbols are used for these functions:
addition, subtraction, multiplication, integer division, modul function, exponentiation,
absolute value, bit-wise AND, bit-wise OR, bit-wise exclusive OR, and bit-wise
complement.

Built-In Comparison Predicates: ASP supports a number of built-in predicates
permit term comparisons within the bodies of rules, e.g. equal, not equal, less than, less
than or equal, greater than, greater than or equal.

Assignments: The built-in predicates := and = can be used respectively in the body
of a rule to unify a term on it’s right-hand side to a (non-ground) term or variable on its
left-hand side. (respectively.)

Intervals: ASP supports integer intervals in the form i..j , where i and j are integers.

Conditions: Conditions allow for instantiating variables to collections of terms within
a single rule. This is particularly useful for encoding conjunctions or disjunctions over
arbitrarily many ground atoms as well as for the compact representation of aggregates.

Aggregates: An aggregate is an operation on a multi-set of weighted literals that
evaluates to some value. In combination with comparisons, we can extract a truth value
from an aggregate’s evaluation; thus, obtaining an aggregate atom.

Pooling: ASP allows pooling alternative terms to be used as argument within an
atom; thus, specifying rules more compactly.

Optimization: Optimization statements extend the basic question of whether a set
of atoms is an answer set or whether it is an optimal answer set. Optimization in ASP is
indicated via maximization and minimization.
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Constraints: Constraints play an important role in Answer Set Programming because
adding a constraint to a logic program P a↵ects the collection of stable models of P in a
very simple way; it eliminates the stable models that violate the constraint.

Modularization: It is a way of structuring and easing the program development pro-
cess. Modular ASP programs consist of modules that are combined through suitable
interfaces. This way, parts of a program can be developed and verified independently and
they can be more easily reused.
ASP and Prolog: In prolog, to be an e↵ective Prolog programmer one needs to

understand how to terms as data structures, which is quite di�cult. In SP, the order
of rules is not important. However, the order of rules and subgoals in rule bodies in a
Prolog program matter. Changing these may cause a working program to become useless.
These features give a programmer control over the execution of search and give Prolog
a programming language, a formalism in which one can implement algorithms. In this
sense, Prolog misses true declaratively. ASP is ”more declarative:” It is intuitive, requires
less background in logic and its semantics are robust to changes in the order of literals in
rules and rules in programs [81].
ASP and Constraint Programming: Mapping the high-level specification of a prob-

lem into constraints that will lend themselves well to processing, also requires certain
mathematical background and expertise in constraint modeling and solving.
On the other hand, the language of ASP and its extensions were developed with knowl-

edge representation applications in mind and their constructs were designed to capture
patterns of natural language statements, definitions, and default negation. The language
is simple and intuitive to use.
The major disadvantage of ASP is the computation time which is required in some

complex NP hard problems. However, in the frame of reasoning in surveillance systems it
reasons in real-time. Clearly, reasoning about events is less complex compared to standard
heuristic search problems [81].
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3.4 Summary

The development of video surveillance systems has di↵erent challenges to researchers.
The classification of complex human behavior in a spatio-temporal context is a major
challenge where the combination between time, spatial and uncertainty factors has to be
considered. However, the major focus nowadays in this research area is context awareness
where data concerning other activities/events taking place at approximately the same
time or in approximately the same place; requires actions/scenarios to be considered as a
group rather than in isolation. The Chapter has presented the main general approaches
in how to create spatio-temporal event detection based on knowledge representation and
reasoning. The Chapter has illustrated comprehensively the meaning of the terms, spatio-
temporal and knowledge and reasoning, through providing several examples. Following
this, the answers to the important questions ”Why knowledge representation?” and ”Why
reasoning?” have been discussed. Knowledge representation is used to symbolize the de-
scription of a complex system. Reasoning where it is used describes the rules that already
contain the solution to the problem. Spatio-temporal reasoning is an appropriate solution
to the problem of classifying complex human behavior. This problem has been fundamen-
tal to the field of artificial intelligence since its beginning and despite massive e↵orts for
more than sixty years has not been solved in general. Furthermore, the Chapter covered
the major requirements of spatio-temporal reasoning under di↵erent cases (short/long-
term, real-time and under uncertainty). Those requirements are specified based on the
experience and the researchers related works from the state-of-the-art. Finally, a detailed
explanation of the current proposed approaches has been discussed.
Generally, sub-symbolic approaches have their shortfalls, one of which is the lack of

combination meaning with sequences of events. It might be simple enough to recognize
someone in a vandalism sequence, but this does not mean that the system knows much
about vandalism. Therefore, it would not be able to conclude that adults who are under
the e↵ect of alcohol or drugs behave the same as playing children.
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Table 3.2: The limitations of context meddling approaches

Resource Methods Description

[49] Key-Value Models
They have a weak support of tem-
poral constraints

[50] Markup Scheme Models
They have a weak support of tem-
poral constraints

[47] [34] [23] Ontology Based Models
The main problem with this ap-
proach is that reasoning in OWL-
DL is already an expensive com-
putation.

[63] [53] Graphical Models
It has a ”flat” information model,
in that all context types are
uniformly represented as atomic
facts. It also emphasises only
the development of context mod-
els for particular applications or
application domains.

[54] [55] Logic-Based Models
In constraint programming, for
example mapping the high-level
specification of a problem into
constraints that will lend them-
selves well to processing also
requires certain mathematical
background, and expertise in
constraint modeling and solving.
In prolog, to be an e↵ective
Prolog programmer one needs to
understand how to use terms as
data structures which is quite
di�cult.

[56] Hybrid approaches
Despite solving some challenges
but hybrid approaches still share
the limitations of the combined
paradigms.

Table 3.3: The criteria derived from the survey of approaches to context reasoning under un-
certainty

Approach Real-time Embedded plat. Temporal reas. Uncertainty
Parametric + + ++ ++

Graphical Models + + ++ +
Syntactic ++ + + -

Knowledge based + + + +
Volumetric + ++ + +
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Table 3.4: The limitations the previous concepts for spatio-temporal reasoning

Resource Methods Description

[34] [23] Ontologies, e.g. Semantic Web
Ontologies based on Semantic
Web provide concise high-level
definitions of activities but they
do not necessarily suggest the
right hardware to parse the on-
tologies for recognition tasks (Se-
mantic Web).

[35] [23] Petri Nets
Petri nets are an intuitive tool
for expressing complex activities;
they su↵er from the disadvantage
of having to describe manually
the model structure.

[36] [23] Bayesian Networks
The evidence of one cause reduces
the possibility of another cause
given the evidence of their low
prior probability, which is espe-
cially di�cult to model in logical
rule-based systems. Nevertheless,
a fundamental limitation of using
a Bayesian network for knowledge
representation is that it cannot
represent the structural and rela-
tional information. Also, the ap-
plicability of a Bayesian network
is largely limited to the situation
that is encoded in advance, using
a set of fixed variables.

[73] Hidden Markov Model
It does not detect human behav-
ior perfectly because human be-
havior is not a markovian behav-
ior.

[55] Chronicle Recognition System (CRS)
The language includes predicates
for persistence and event absence.
However, the CRS language does
not allow mathematical operators
in the constraints of the tempo-
ral variables. Consequently, CRS
cannot be directly used for activ-
ity recognition in video surveil-
lance applications. Logic pro-
gramming approaches do not ex-
plicitly address the problem of
uncertainty in the observation in-
put stream.

[72] [23] Support Vector Machine
It does not model the global ge-
ometry of local parts directly, in-
stead considering them as a bag
of features.
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Table 3.5: The limitations the previous concepts for spatio-temporal reasoning

Resource Methods Description

[31] Context Free Grammars
Because deterministic grammars ex-
pect perfect accuracy in the lower lev-
els, they are not suited to deal with
errors in low level tasks [31]. Con-
text Free Grammars expect perfect ac-
curacy in the lower levels; they are not
suited to deal with errors in low level
tasks.

[74] Event Tree
There is a perfect global synchronous
clock which is unsuitable for no-
centralized management and dis-
tributed systems of clock drift and
loose coupling. Due to the lack of
consideration of unpredictable delay,
it cannot make breaking and mo-
bile detection in a mobile database
e�ciently.

[75] Diagram Detection Method
It only provides the simple time model,
in which every event is regarded as
a certain time point. Atomic events
are based on definitions, while complex
events are based on semantic.

[72] [23] Automata
It does not model the global geometry
of local parts directly, instead consider-
ing them as a bag of features.



Chapter 4

Complex event detection under
uncertainty

Uncertainty means the state of having limited knowledge where it is impossible to describe
the existing state or to predict the possible outcome exactly. Logical statements are
usually precise about the world in many di↵erent forms. They are useful for capturing
knowledge and applying it. Sometimes it is not possible to express a general statement
with the totality of a logical universal. There are cases where it might be that a fact or a
belief is not certain. For example, all cows are black and white. This is not always true as
some cows are totally black and others are totally white. These cases show that in many
situations it may be di�cult to gauge something precisely or categorically.
Furthermore, to the intrinsic imperfection of the previous statements the way that we
generate conclusions from data may also be imprecise [42].

In this Chapter, the design of an ontology design under uncertainty will be explored.
The key for ontology research is to determine the mapping of representational information
quality into the ambiguity and fuzziness fields. We will move from sound mathematical
approaches in information theory to translation uncertainty in ontology [82].

Generally, there are di↵erent types of uncertainty. The first type is uncertainty in
prior knowledge, e.g. some causes of an event are unknown and are not represented in
the knowledge base of the video surveillance system. Another type is uncertainty in the
model, e.g. models could be a↵ected by noise and the noise is possibly represented in
the model. Therefore, the model has a margin of error where the decision is not always
true. Finally, uncertainty in perception, e.g. sensors do not return exact or complete
information about the world, a system never knows its position exactly. Now, the major
question is how to deal with uncertainty? The answer consists of two main approaches, the
implicit approach and the explicit approach. In the implicit approach, we can deal with
uncertainty by building procedures that are robust to uncertainty. The explicit approach
deals with uncertainty by building a model of the world that describes uncertainty about
its state, dynamics and observations. Then it reasons about the e↵ect of actions given
the model.

Usually, it is possible to reason uncertainty using three types of uncertainty: default
reasoning, worst-case reasoning and probabilistic reasoning, Figure 4.1 shows the origins
of uncertainty in surveillance systems. When using default reasoning we assume that the
world is fairly normal. Abnormalities are rare. Consequently, an agent assumes normality

55
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Figure 4.1: The origins of uncertainty in surveillance systems.

until there is evidence of the contrary. For example, if an agent sees a bird x, it assumes
that x can fly, unless it has evidence that x is a penguin, an ostrich, a dead bird or a bird
with broken wings.
Worst-case reasoning is the exact opposite of default reasoning. The world is ruled

by Murphy’s Law which means that uncertainty is defined by sets, e.g. the set possible
outcomes of an action or the set of possible positions of an object. The surveillance system
assumes the worst case and chooses the actions that maximize an utility function in this
case.
In probabilistic reasoning, we assume that the world is not divided between ”normal”

and ”abnormal”, nor it is adversarial. Possible situations have various likelihoods (prob-
abilities). The agent has probabilistic beliefs, pieces of knowledge with associated proba-
bilities ”strengths” and chooses its actions to maximize the expected value of some utility
function.
For event detection in video based surveillance systems human behavior combines both

spatial and temporal resolutions in nature. This means that context becomes all impor-
tant.
Therefore, the design of an ontology, which we have discussed in the previous Chapter,
has to satisfy the following properties [84]:

1. The model has to be able to capture long-range dependencies among observations
at di↵erent spatial and temporal resolutions;

2. The model has to be probabilistic and should be learnable from the given training
samples;

3. The model has to be able to detect events in real-time inference when the desired
events occur.
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Figure 4.2: The major types of uncertainty [83].

4.1 Taxonomy of events: atomic, simple and complex
events

Autonomous event detection in audio and video surveillance systems has been an im-
portant point of research in the last 15 years. Thus, di↵erent types of events have been
detected and therefore di↵erent approaches have been used. Usually, researchers had
started to detect simple or atomic events and then through the combination of the simple
events they were able to detect complex events. An atomic event is a simple event that
can be represented by an action of an object (.animal, person, vehicle, etc.) In a video
system or a special sound in an audio system, such events can be:

• Object passing by a specified area.

• Object stopping in a specified area.

• Object sound in a specified frequency range.

Compared to an atomic event a composite or complex event can be defined as combi-
nation of atomic events. This can be:

• Object passing by a specified area and stopping in the next specified area.

• Object stopping in a specified area and a sound in a specified frequency range is
recorded simultaneously.

For anomaly detection no former knowledge about the event that should be detected is
necessary. The event models, which are probabilistic, are built autonomously and unsu-
pervised. Thus, the system is able to detect the most frequent patterns which take place
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in the scene. For example, the detection based on probability is done by considering the
events with the probability of occurrence less than a predefined threshold. An appropriate
example could be the clustering of trajectories of objects moving in a certain area; the
clusters represent the normal state and trajectories outside the anomaly event [1].
Furthermore, the term incident is used in literature for detection of di↵erent events.

Incident detection is mainly used in tra�c scenarios. An incident can be defined as [2]:

”any non-recurring event that causes a reduction of roadway capacity or an abnormal

increase in demand. Such events include tra�c accidents, disabled vehicles, spilled cargo,

highway maintenance and reconstruction projects and special non-emergency events (e.g.,

ball games, concerts, or any other event that significantly a↵ects roadway operations).”

In other words, an incident can be an atomic event such as a tra�c accident or a complex
event, which could be, for example, a scene where first a tra�c accident has been detected
and following this there is spilled cargo and fire around the objects of interest.
Sequentially, the definitions of atomic events, anomalies and incidents have no sharp

between each other. Therefore, anomalies and incidents can also be called simple events
if they are combined complex events.
Simple events and complex events can be detected by inference (reasoning) process.

Here, inference means the process of deriving logical conclusions from premises known or
assumed to be true 1.

4.1.1 Taxonomies of uncertainty

A well-accepted typology of uncertainty is the one proposed by Klir and Yuan [85],
Figure 4.2 shows the di↵erent types of uncertainty. Information can be uncertain due
to many di↵erent reasons. It can be inaccurately measured, it can change over time, its
source can be unreliable or unconfident, it can have ambiguous meanings etc. Parsons,
the author of [86] found di↵erent taxonomies of uncertain information and found out some
common terms:

• Ignorance: Ignorance means that there is an object in the environment of the surveil-
lance system that is just not known. For the reasoning process of a surveillance sys-
tem, this means that the content of the knowledge base may not have the required
details which are necessary for the decision process.

• Incompleteness: Ignorance is in contrast to incompleteness. Incomplete information
means that there is no hypothesis related to an object or attribute value at all, e.g.
the object type is known but the speed of the object is unknown.

• Inaccuracy: While uncertainty is concerned with the measure of trust that is put
into the data provided by a sensing system, inaccuracy deals with the potential
measurement errors that may occur.

• Inconsistency: Inconsistency means that there are conflicting hypotheses about an
object data, e.g. two sensors are giving di↵erent object types with a high belief.

1http://www.thefreedictionary.com/inference



CHAPTER 4. COMPLEX EVENT DETECTION UNDER UNCERTAINTY 59

4.1.2 Origins of uncertainty in knowledge based systems

Vagueness or ambiguity is sometimes described as ”second order uncertainty,” where
uncertainty is even about the definitions of uncertain states or outcomes. Here, the
di↵erence is that this uncertainty is about the human definitions and concepts, not an
objective fact of nature. It has been argued that ambiguity, however, is always avoidable
while uncertainty (of the ”first order” kind) is not necessarily avoidable. Uncertainty may
purely be the consequence of a lack of knowledge of obtainable facts. You may be uncertain
about whether a new rocket design will work, but this uncertainty can be removed with
further analysis and experimentation. However, at a subatomic level uncertainty may
be a fundamental and unavoidable property of the universe [87]. Most tasks requiring
intelligent behavior have some degree of uncertainty associated with them.
The type of uncertainty that can occur in knowledge-based systems may be caused by

problems with the data. For example:

• Data might be missing or unavailable.

• Data might be present but unreliable or ambiguous due to measurement errors.

• The representation of the data may be imprecise or inconsistent.

• Data may just be a user’s best guess.

• Data may be based on defaults and the defaults may have exceptions.

The uncertainty may also be caused by the represented knowledge since it might,

• represent best guesses of the experts that are based on plausible or statistical asso-
ciations they have observed.

• not be appropriate in all situations, e.g. may have indeterminate applicability.

Given these numerous sources of errors most knowledge-based systems require the incor-
poration of some form of uncertainty management. When implementing some uncertainty
scheme we must be concerned with three issues:

• How to represent uncertain data?

• How to combine two or more pieces of uncertain data?

• How to draw inference using uncertain data?

4.2 Methodological approaches of reasoning under
uncertainty

We will introduce three ways of handling uncertainty: the explanation of Bayes’ theo-
rem, Dempster-Shafer theory and certainty factor. This section is written with the help
of the documents o↵ered by the department of computer science at The University of
Illinois, Chicago2:

2http://www.cs.uic.edu/ liub/teach/cs511-spring-06/cs511-uncertainty.doc
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4.2.1 Bayes’ Theorem

Conditional probability is defined as:

P (H|E) =
P (H \ E)

P (E)
for P (E) 6= 0.

Furthermore, we have

P (E|H) =
P (E \H)

P (H)
for P (H) 6= 0.

In real life situations, the probability P (H|E) cannot always be calculated. Bayes
Theorem provides a rule for computing the conditional probability P (H|E) from the
probabilities P (E), P (H) and P (E|H).
From conditional probability:

P (E|H)P (H) = P (H|E)P (E) = P (H \ E)

Thus,

P (H|E) =
P (E|H)P (H)

P (E)
.

Rule-based systems express knowledge in an IF-THEN format:
IF X is true, THEN Y can be concluded with probability p.
If we observe that X is true, then we can conclude that Y exists with the specified

probability. For example, IF the sky is cloudy, THEN it will rain (0.75).
However, what if we reason abductively and observe Y , i.e. it will rain, while knowing

nothing about X, i.e. the sky is cloudy? What can we conclude about this? Bayes’
theorem describes how we can derive a probability for X. Within the rule given above, Y
denotes some piece of evidence (typically referred to E) and X denotes some hypothesis
(H) given:

P (H|E) =
P (H|E)

P (E)
. or P (H|E) =

P (H|E)

P (E|H)P (H) + P (E|H 0)P (H 0)

Consider whether Rob has a cold (the hypothesis) given that he is sneezing (the evidence).
The probability of his sneezing is the sum of the conditional probability that he sneezes
when he has a cold and the conditional probability that he sneezes when he does not have
a cold. In other words, the probability that he sneezes regardless of whether he has a cold
or not.
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4.2.2 Certainty Factors

Certainty factor is another method of dealing with uncertainty. One of the di�culties
with Bayesian method is that there are too many probabilities required. Most of them
could be unknown. The problem gets worse when there are many pieces of evidence. Be-
sides the problem of amassing all the conditional probabilities for the Bayesian method, is
another major problem that appeared with surveillance systems; the relationship of belief
and disbelief. At first sight, this may appear trivial since obviously disbelief is simply
the opposite of belief. In fact, the theory of probability states that P (H) + P (H 0) = 1
and so P (H) = 1�P (H 0). For the case of a posterior hypothesis that relies on evidence, C:

P (H|C) = 1� P (H 0|C) (4.1)

The researchers developed a MYCIN model based on certainty factors [88]. This is a
heuristic model of uncertain knowledge. In MYCIN two probabilistic functions are used
to model the degree of belief and the degree of disbelief in a hypothesis. The function to
measure the degree of belief is MB and the function to measure the degree of disbelief is
MD.
MYCIN represents factual information as Object-Attribute-Value (OAV) triplets.
MYCIN also associates with each fact a Certainty Factor (CF) which represents a degree
of belief in the fact.

• -1 means the fact is false.

• 0 means no information is known about the fact.

• 1 means the fact is known to be true.

MYCIN combines two identical OAV triplets into a single OAV triplet with a combined
uncertainty, computed as:

Uncertainty = (CF1 + CF2)� (CF1 ⇤ CF2)

For a logical rule the calculation of uncertainty is described as follows:

CF (P1 or P2) = max(CF (P1), CF (P2))

CF (P1 and P2) = min(CF (P1), CF (P2))

CF (not p) = �CF (P )

The single method handles only the cases where both certainty factors are positive. By
additional methods the other cases of certainty can be handled.

Uncertainty = (CF1 + CF2)� (CF1 ⇤ CF2)

if CF1 � 0 and CF2 � 0

New Uncertainty =
CF1 + CF2

1�min(CF1, CF2)
if � 1 < CF1 ⇤ CF2 < 0
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4.2.3 Dempster-Shafer Theory

Here, we discuss another method for handling uncertainty. It is called Dempster-Shafer
theory. This appeared during the 1960s and 1970s through the e↵orts of Arthur Dempster
and one of his students, Glenn Shafer. This theory was designed as a mathematical
theory for evidence.
The development of the theory has been motivated by the observation that probability
theory is not able to distinguish between uncertainty and ignorance owing to incomplete
information [89]. Given a set of possible elements, called environment,

✓ = {✓1, ✓2, ..., ✓n}

These are mutually exclusive and exhaustive. The environment is the set of objects that
are of interest to us. Each subset of ✓ can be interpreted as a possible answer to a question.
Since the elements are mutually exclusive and the environment is exhaustive, there can
only be one correct answer subset to a question. Of course, not all possible questions
may be meaningful. The subsets of the environment are all possible valid answers in this
universe of discourse. The term ’discern’ means that it is possible to distinguish the one
correct answer from all the other possible answers to a question. The power set of the
environment (with 2N subsets for a set of size N) has as its elements all the answers
to the possible questions of the frame of discernment. In Bayesian theory, the posterior
probability changes as evidence is acquired. The same as in Dempster-Shafer theory the
belief in evidence may vary. It is customary in Dempster-Shafer theory to think about
the degree of belief in evidence as analogous to the mass of a physical object. The mass
of evidence supports a belief.
The reason for the analogy using an object of mass is to consider belief as a quantity

that can move around, be split up and combined. A fundamental di↵erence between
Dempster-Shafer theory and probability theory is the treatment of ignorance. Probability
theory must distribute an equal amount of probability even in ignorance.
For example, if you have no prior knowledge, you must assume the probability P of

each atom :

p =
1

N

where N is the number of possibilities, e.g. the formula P (H) + P (H 0) = 1 must be
enforced. The Dempster-Shafer theory does not force belief to be assigned to ignorance
or refutation of a hypothesis.
The mass is assigned only to those subsets of the environment to which you wish to

assign belief. Any belief that is not assigned to a specific subset is considered no belief
or nonbelief and just associated with environment ✓. Belief that refutes a hypothesis is
disbelief, which is not nonbelief.
A mass has considerably more freedom than probabilities, as shown in Table 4.1.
The overall belief in a proposition (A) is determined by the sum of all evidence sup-

porting the proposition:

Bel(A) =
X

B✓A

m(B) Where B is the evidence
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The belief Bel(A) gives a measure of the extent to which a proposition is definitely
supported.
However, the remaining evidence does not have necessarily disprove the proposition.

A second measure, the plausibility Pl(A) of a proposition is determined by that which
indicates the extent to which the given evidence fails to refute a proposition:

Pl(A) = 1� Bel(A)

Table 4.1: A mass has considerably more freedom than probabilities

Dempster-Shafer theory Probability theory

m(✓) does not have to be 1
P
i

Pi = 1

If X ✓ Y , it is not necessary that m(X)  m(Y ) P (X)  P (Y )
No required relationship between m(X) and m(X 0) P (X) + P (X 0) = 1

Dempster-Shafer theory provides a function for computing from two pieces of evidence
and their associated masses describing the combined influence of these pieces of evidence.
This function is known as Dempster’s rule of combination. Let m1 and m2 be mass
assignments on ✓, the frame of discernment. The combined mass is computed using the
formula (special form of Dempster’s rule of combination).

m1�m2(Z) =

P
X\Y=Z

m1(X).m2(Y )

1�
P

X\Y=�

m1(X).m2(Y )

Thus, 0  Bel  Pls  1. Table 4.2 below shows some common evidential interval.

Table 4.2: Some common evidential interval

Evidential Interval Meaning

[1, 1] Completely true
[0, 0] Completely false
[0, 1] Completely ignorant

[Bel, 1] where 0 < Bel < 1 here Tends to support
[0, P ls] where 0 < Pls < 1 here Tends to refute

[Bel, P ls] where 0 < Bel  PIs < 1 here Tends to both support and refute

4.2.4 Fuzzy Theory

Fuzzy logic [90] handles the problem of representing vagueness of concepts. The concept
of fuzzy logic can be explained with an example. Let’s talk about the speed of people.
In this case the set S (the universe of discourse) is the set of di↵erent speeds. There are
values in S that are not high speed and there are values that are in the borders between
middle and high speed. To each speed in the universe of discourse, we have to assign
a degree of membership in the fuzzy subset high speed. The easiest way to do this
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is with a membership function based on the membership degree to S from the interval
[0, 1]. The membership function S of a fuzzy set is formally defined as: µH : S ! [0, 1].
The numerical scale for membership from the interval [0, 1] allows the representation of
gradation of membership. The membership functions are usually context-dependent and
can be freely chosen as desired. With respect to the previous example, the speed’s values
that are members of the ”high speed” set when applied to an indoor environment may
not be members of that set in another indoor or even outdoor environment.

4.2.5 Hidden Markov Models

In HMM, the transition matrix consists of transition probabilities between the hidden
states. In the training phase the transition matrix should be obtained between the hidden
states as well as the confusion matrix between the observation and hidden states. Hidden
Markov model is a dynamic statistical model consisting of [91]:

• Hidden set of states: S = s1, s2, s3, ...., sn

• Observed set of states: O = o1, o2, o3, ...., on

HMM has a hidden sequence which generates an observed sequence.
The goal is to predict the next hidden states depending on the current hidden states

and the next observed states. The following probabilities have to be specified in HMM:

• State Transition Matrix:

A = aij : aij = P (sj,t|si,t�1) (4.2)

• Confusion Matrix:
B = bij : bij = P (oj,t|si,t) (4.3)

A training phase and a test phase are required in HMM. The training phase usually
works with the Baum-Welch algorithm to estimate the parameters (⇡ (prior), A (transition
matrix), B (confusion matrix)) for the HMM. This method is based on the maximum
likelihood criterion [91].
The Baum-Welch algorithm is a particular case of a generalized expectation-

maximization algorithm. It can compute maximum likelihood which estimates and
posterior mode estimates the parameters (transition and emission probabilities) of an
HMM, when given only emissions as training data.

4.3 Judgement criteria and limitations of event de-
tection under uncertainty

Uncertainty in logic programming can be classified in di↵erent dimensions, e.g. reason-
ing about the truth, falsity and incompleteness of knowledge.
A stable model of the program P is defined as any set of atoms S such that S is a

minimal model of the program P S [92].

• The expression of uncertainty is possible based on stable model semantics as well
as on disjunctions in the head of programs.
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• Uncertainty in probabilistic logic programming can be expressed based on models
that represent the semantic.When there is a program consisting of a set of logical
clauses, then the probability distributions represent each model that satisfies the
clauses in the program.

• Stochastic logic programs help to develop a grammar for a natural language. In
statistical concepts it is possible to use stochastic grammar where production rules
have associated weight parameters that contribute to a probability distribution.
Using those weight parameters, the weight parameter p is learned from a given
training set of example sentences.

In recent literature scientists di↵erentiate between various types of uncertainty, e.g.
subjective uncertainty, objective uncertainty, epistemic uncertainty, and ontological un-
certainty [92].
Uncertainty in logic programming can be classified in di↵erent dimensions, e.g. reasoning
about the truth, falsity and incompleteness of knowledge.
A stable model of the program P is defined as any set of atoms S such that S is a

minimal model of the program P S [92].

In [93], they use Fuzzy Event Detection (FED) where the FED is less sensitive to
uncertainty sources. Their fuzzy model can be applied in distributed detection for a
clustered network, where event notifications are aggregated in cluster heads.

Other researchers proposed the previous requirements (functionality and performance)
using di↵erent methods. They increased the performance of their systems by considering
the low computation time algorithms and ontologies that are needed to run the system
on an embedded platform (SOC) [94].
The problem they faced was related to the task management, tracking and data pro-
cessing. Despite using ontologies that provided concise high-level definitions of activities,
ontologies tools did not necessarily suggest the right ”hardware” to parse the ontologies
for recognition tasks[23] [34].
For the achievement of high detection rate some researchers used Monte Carlo simulations
[84] that have an expensive computational time. Others used Bayesian networks where
the prior knowledge is very important but any lack in the prior knowledge can a↵ect the
whole inference and reasoning process [95]. Also, hidden Markov Model does not detect
human behavior perfectly because the human behavior is not a Markovian behavior [73]
[96] [97].
Furthermore, to solve the robustness and reliability regarding the design requirements,

they use Stochastic Context Free Grammars (SCFGs) [98]. While SCFGs are more robust
than Context Free Grammars (CFGs) to errors and missed detections in the input stream,
they share many of the temporal relation modeling limitations of CFGs.
Context reasoning approaches should respect the following 5 criteria which has been

derived from the survey of ’Approaches to Reasoning Under Uncertainty in Context Mod-
eling’ (see Table 3.3):
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Table 4.3: The limitations of event detection under uncertainty approaches

Resource Methods Description

[93] Fuzzy Event Detection
The FED is less sensitive to un-
certainty sources. Their fuzzy
model can be applied in dis-
tributed detection for clustered
network, where event notifica-
tions are aggregated in cluster
heads.

[94] [23] [34] Ontologies
The problem is related to the task
management, tracking and data
processing. Despite using ontolo-
gies that provide concise high-
level definitions of activities, on-
tologies tools do not necessarily
suggest the right ”hardware” to
parse the ontologies for recogni-
tion tasks.

[95] Bayesian Networks
The prior knowledge is very im-
portant but any lack in the prior
knowledge can a↵ect the whole in-
ference and reasoning process.

[84] Monte Carlo Simulations
They have an expensive compu-
tational time.

[98] Stochastic Context Free Grammars
While SCFGs are more robust
than Context Free Grammars
(CFGs) to errors and missed
detections in the input stream,
they share many of the tempo-
ral relation modeling limitations
of CFGs.

4.4 Summary

In this Chapter, a comprehensive discussion of uncertainty and its occurrence in video
surveillance systems has been discussed. The relationship between uncertainty and prob-
ability, di↵erent taxonomies of uncertainty and its origins has been explained, e.g. igno-
rance which means that there is an object in the environment of the surveillance system
that is just not known; incompleteness which is in contrast to ignorance; inaccuracy
which deals with the potential measurement errors that may occur; inconsistency which
means that there are conflicting hypotheses about an object data. We addressed di↵erent
methodological approaches to handle uncertainty. e.g. Bayes theorem, certainty factors,
Depster-Shafer theory and fuzzy theory.



Chapter 5

Novel complex event detection
approaches

This Chapter consists of 2 main approaches. The first one considers the use of uncertainty
to detect complex events in surveillance systems based on Hidden Markov Model (HMM)
and Answer Set Programming (ASP). It combines the HMM and logic programming
(ASP) to design a complex event detection system, where the performance is highly
increased because of the consideration of uncertainty. The concept of the proposed case
study is using HMM to predict the location of the object that is moving in front of
multiple cameras. The output of a HMM model will be used in the knowledge base of
ASP. However, every attribute of low level features, e.g. object type, object location,
object speed, etc., has a single quality assessment for the whole event recognition process.
The quality of the low level features is presented as a success rate of recognition. Bad
quality constraints would negatively influence the quality statement for the whole decision,
even if the information about the remaining constraints is reliable. Consequently, instead
of degrading the final decision based on a single quality value, a weight of importance
is assigned to every attribute. Using the rules of ASP simple events (run, walk, stop,
position and direction) will be detected. Finally, the combination of simple events will be
used to detect complex events.
We show that the use of ASP can significantly reduce the e↵ort needed to detect complex
events, while obtaining the same level of quality in the detected events. ASP is expressive,
convenient and supports formal declarative semantics. Thus, ASP can be used to detect
a large number of simple and complex events within a reasonable time frame that allows
real-time operation with respect to limited hardware resources.
The system can use dlvhex1. dlvhex is the name of a prototype application for com-

puting the models of so-called HEX-programs, which are developed in TU-Wien. The
goal of dlvhex is to extend ASP towards an interface of Description Logics, which are the
theoretical foundations of ontology languages like Ontology Web Language (OWL). For
example the OWL context model which is designed in sections 6.2 can be combined with
dlvhex.
The second approach is a computer vision based algorithm to detect people and analyze

their position in space, especially recognizing people who are lying on the floor. Event
detection on embedded platforms requires a model-free and a computationally inexpensive

1http://www.kr.tuwien.ac.at/research/systems/dlvhex/
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approach in order to have an easy and small solution, which allows the integration of an
FPGA-based smart camera without the need of a bigger Field Programmable Gate Array
(FPGA). The solution is based on a foreground-background-segmentation using Gaussian
Mixture Models (GMMs) to first detect people and then analyze their main and ideal
orientation using moments. This allows one to decide whether a person is staying still or
lying on the floor. The system has a low latency and a detection rate of 88%.

5.1 Complex event detection under uncertainty
based on HMM and ASP

In this section, we consider a scenario to detect the flow of moving people. The task
is to observe the flow of people in 3 di↵erent areas. Each area is observed by 2 cameras.
After the observation of a specific flow in one of those areas the Hidden Markov Model
(HMM) has to predict the flow of people in the destination area (destination camera).
The observation states represent the flow of people in area1 (Camera1 and Camera2),
area2 (Camera3 and Camera4), area3(Camera5 and Camera6) see Figure 5.1.
Table 5.1 shows the combination of people flow classes in the observation states. Table
5.2 shows the people flow classes in the hidden state.
We observe three di↵erent flows: high, low and middle. The prediction of the flow of
people in front of the destination camera helps to detect specific events, e.g. a crowd, a
group of people that are walking in di↵erent directions or an abnormal crowd of people.

Table 5.1: The combination of people flow classes in the observation states

Observation state Area1 Area2 Area3
O1 Low Low High
O2 Low Low Middle
O3 Low Middle Middle
. . . .
. . . .
. . . .
. . . .
O9 High High High

Table 5.2: The people flow classes in the hidden state

Hidden state Destination Camera
S1 Low
S2 Middle
S3 High

Figure (5.1) shows that the HMMmodel is used to provide the knowledge base of Answer
Set Programming (ASP) with a reliable level of features regarding the people flow that is
moving in front of di↵erent cameras.
Using the rules of ASP simple events (run, walk, stop, position and direction) will be

detected. The combination of simple events will be used to detect complex events.



CHAPTER 5. NOVEL COMPLEX EVENT DETECTION APPROACHES 69

Figure 5.1: Description of the hidden and observation states by the simulation tool

Figure 5.2: The overall architecture of the proposed complex event detection system under
uncertainty



CHAPTER 5. NOVEL COMPLEX EVENT DETECTION APPROACHES 70

In our simulation scenario, we already have the observation and the hidden states. We
just need the transition matrix and the confusion matrix. The goal is to compute the
transition and the confusion probabilities.
For example, suppose we have the history data (10000 records) see Table 5.5. The first

row represents the time line when we observe the state and the second row represents the
hidden states sequence.
To compute the transition probabilities between the hidden states, we use the equation

1 and 2 and Table 5.5:

p(S1,t|S1,t�1) =
No. of recording S1 after S1

No. of recording S1
=

2

6
= 0.33 (5.1)

p(S2,t|S1,t�1) =
No. of recording S2 after S1

No. of recording S1
=

4

6
= 0.66 (5.2)

p(S2,t|S2,t�1) =
No. of recording S2 after S2

No. of recording S2
=

1

4
= 0.25 (5.3)

p(S1,t|S2,t�1) =
No. of recording S1 after S2

No. of recording S2
=

3

4
= 0.75 (5.4)

We use these results to build the transition matrix as in Table 5.7:

Table 5.3: The transition matrix A of the proposed example

Hidden/Hidden S1 S2
S1 0.33 0.66
S2 0.75 0.25

p(o1,t|S1,t) =
No. of recording O1 and S1

No. of recording S1
=

3

6
= 0.5 (5.5)

p(o2,t|S1,t) =
No. of recording O2 and S1

No. of recording S1
=

3

6
= 0.5 (5.6)

p(o2,t|S2,t) =
No. of recording O1 and S2

No. of recording S2
=

3

4
= 0.75 (5.7)

p(o2,t|S2,t) =
No. of recording O1 and S2

No. of recording S2
=

1

4
= 0.25 (5.8)

In 5.4 we see the confusion matrix according to the previous results.

Table 5.4: The confusion matrix B of the proposed example

Hidden/Observation O1 O2
S1 0.5 0.5
S2 0.75 0.25

After training the HMM, it can be used to predict the future states of the destination
state after observing the current states in front of camera1 and camera2.
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Table 5.5: History data of the hidden Markov model example

Thus, we have to compute the probabilities of all possible hidden states occurring at any
given time (t > 11) with the transition influence of the previous hidden state sh,t�1 and
the observation state ok,t. Such an influential relation can be represented by the function
at(sh,t�1, ok,t) defined as follows [99]:

at(sh,t�1, ok,t)

= B[(:, [k])]T . ⇤ A([h], :)
= [(P (ok|s1)P (s1,t|sh,t�1), P (ok|s2)P (s2,t|sh,t�1), ..P (ok|sn)P (sn,t|sh,t�1)]

Where A([h], :) is the hth rows of the state-transition matrix A and B(:, [k]) is the
kth columns of the confusion matrix B. The symbol of the operator .* is an array
multiplication, and thus, A .* B means the element-by-element vector multiplication of
A and B. Using the HMM example in Figure (1) the goal is to predict the hidden state
at time (t = 12).
In Table 5.5, we see that at time t = 12, the observation state is O2 and at time t = 11,
we had the hidden state S2, using the previous equation, the probabilities of all possible
hidden states occurring at time t = 12 is:

at(s2,t=11, o2,t=12) = B[(:, [2])]T . ⇤ A([2], :)
= [P (s1,t=12|s2,t=11, o2,t=12), P (s2,t=12|s2,t=11, o2,t=12)]

= [B(2, 1) ⇤ A(2, 2), B(1, 2) ⇤ A(2, 2)]
= [0.375, 0.0625]

Finally, the probability of occurring S1 at time t = 12 is higher (0.375). Therefore, we
take it as the predicted value of the tracked person status in front of the destination
camera at time t = 12.

5.1.1 The knowledge base of the proposed case study based on
ASP

In inductive machine learning and data mining from very large data bases, it is
important to know that the background knowledge can be used as good guidance for
extracting information from the data. To achieve this goal, we need a rule engine or
a reasoning tool. Rule-based systems are successfully applied across a lot of domains.
Using Answer Set Programming (ASP) we are able to define the rules of a system to
detect defined simple and complex events [80]. The knowledge base of the proposed case
study consists of the following entities:

1. Object Entity: The object entity has the following properties: hasId, hasType,
hasZone, hasSpeed, hasDirection and a qualityRate for every attribute.
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2. Simple Event: This is the simplest form of events, e.g. run, walk, shoot, etc.

3. Complex Event: A complex event is the combination of the simple events, e.g. a
group of persons are running, a group of persons are fighting, a group of persons
are in a forbidden area.

4. Temporal Entity: In ASP, time is usually represented as a variable in which the
values are defined by an extensional predicate with a finite domain. Dealing with
finite temporal intervals can be used to reason complex events in our case study.

5. Flow Prediction Entity: It is defined by the calculation of the flow of people
using the proposed hidden Markov model (HMM).

5.1.2 Uncertainty in the knowledge base of ASP

Usually, the uncertainty handling approaches that are addressed in section 4.3, can be
integrated with Answer Set Programming (ASP) to manage uncertainty in surveillance
systems. In this section, we will illustrate an example of how to do this. In the state-
of-the-art section, di↵erent approaches are explained for handling imprecise information
within the knowledge base of a surveillance system. Usually, in surveillance systems the
quality measure is assigned to the objects and their attribute values depending on the
success rates and reliability of the sensing systems.
Based on this information, the reasoning process must consolidate the available quality

information for several objects respective attributes to achieve an overall quality assess-
ment as a measure of trust for the final decision. In the knowledge base of ASP di↵erent
attributes should be combined for a quality assessment of the whole constraint.
Reasoning a single quality assessment for the whole event recognition process would

mean that one or a few bad quality constraints negatively influence the quality statement
for the whole decision, even if the information about the remaining constraints is reliable.
Thus, instead of degrading the final decision, a single quality value is assigned to every
attribute.
The simplest idea would be to use the minimum of all quality values for assessing the

quality value of the whole constraint. A simple example will demonstrate this. Assume
that the following quality values Q are given for the attributes:

• The speed of the first object S1, Q = 0.96

• The type of the first object T1, Q = 0.97

• The speed of the front object S2, Q = 0.95

• The type of the front object T2, Q = 0.98

• The predicted location of the first object PL1, Q = 0.94

• The predicted location of the front object PL2, Q = 0.93

The consideration of the minimum of the given quality measures for reasoning would give
an overall quality of 93% to the given constraint. The result will always be just as good
as the weakest quality measurement. If all available information is imprecise to a certain
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degree, the final reasoning result will usually have a higher degree of imprecision than each
of the single values alone. This is because it has been determined from a combination of
imprecise values.
Therefore, a more realistic approach is to combine the available quality measures by

multiplying them, similar to probabilities. Consequently, the result of the overall quality
would be 0.76%. If one of the quality measurements is for example T2 = 80 (the type
of the front object), the overall quality would be 0.62%. This shows the simple approach
that the overall quality value depends on the weakest attributes information.
Thus, adding weights to the attributes that could influence the whole event recognition

type could yield to the desired recognition without the consideration of the low single
quality measurements. Suppose that the desired event recognition is ”objects are running
in di↵erent directions.” In this case, the type of the objects is now less important than
the speed and the predicted location. Now, if we add the following weights:

• The speed of the first object S1, Q = 0.97, W = 0.5
6

• The type of the first object T1, Q = 0.95, W = 0.5
6

• The speed of the front object S2, Q = 0.99, W = 1
6

• The type to front object T2, Q = 0.98, W = 1
6

• The predicted location of the first object PL1, Q = 0.95, W = 1.5
6

• The predicted location of the front object PL2, Q = 0.98, W = 1.5
6

The result would be:

Q = 0.97 ⇤ 0.5
6

+ 0.95 ⇤ 0.5
6

+ 0.99 ⇤ 1
6
+ 0.98 ⇤ 1

6
+ 0.95 ⇤ 1.5

6
+ 0.98 ⇤ 1.5

6
= 0.97%

If one of the quality measurements of the previous example is PL1 = 60, then

Q = 0.97 ⇤ 0.5
6

+ 0.95 ⇤ 0.5
6

+ 0.99 ⇤ 1
6
+ 0.98 ⇤ 1

6
+ 0.60 ⇤ 1.5

6
+ 0.98 ⇤ 1.5

6
= 0.88%

This approach yields the most natural result for the overall constraint. The imprecision
of all attribute values is taken into account according to their importance for the final
decision.

5.1.3 The integration of the knowledge base for ASP and HMM

In this section, we will illustrate an example of the integration between the hidden
Markov model (HMM) prediction module and the knowledge base of Answer Set Pro-
gramming (ASP). Suppose, that the HMM module provides a prediction of the next
location of a specific object with a success rate of 96%. In the knowledge base of ASP,
every fact v has a structure of v(1, 96, 50, 97, 25, 95, 50) values:

• The first value is the low level feature ID.

• The second parameter is the success rate of the predicted object location.
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• The third parameter is the weight of the importance of the related attribute.

• The fourth parameter is the success rate of the object type.

• The fifth parameter is the weight of the importance of the object type attribute.

• The sixth parameter is the success rate of the predicted flow of people using HMM.

• The seventh parameter is the weight of the importance of the flow of people.

Clearly, the specification of the weights depends on the type of the complex event de-
tection. In the previous example, we had the event ”objects are running in di↵erent
directions.” In this case, the type of the objects is now less important than the speed.
Therefore, the weight of the object type can be less than the weight of other important
attributes.

1. v(1,96,50,97,25,95,50).

2. v(2,98,25,94,75,93,75).

3. v(3,99,25,92,75,91,75).

4. uncertValue(ID,Q1,W1,Q2,W2,Q3,W3,FV):-

5. v(ID,Q1,W1,Q2,W2,Q3,W3),

6. FV =Q1*W1+Q2*W2+Q3*W3.

7. uncertValues(FV):-uncertValue(_,_,_,_,_,_,_,FV).

8. res(MaxVal):-MaxVal=#max[uncertValues(FV) = FV].

The previous code is an example of choosing the features with the highest probability
based on ASP. The first three lines are the extracted low level features. Line 4, 5 and 6
calculate the measurement of accuracy of every feature extracted in the low level process-
ing step. Line 7 assigns the values into their vector of accuracy rates FV . Line 8 chooses
the maximum highest success rate of all received features in a specific time window (2
minutes in our case) and it assigns it to the variable MaxVal.
The previous example shows that choosing the best features to detect a complex event
has the advantage of high speed calculation time on an embedded platform. We show
that the use of ASP can significantly reduce the e↵ort needed to detect complex events,
while obtaining the same level of quality in the detected events. ASP is expressive, con-
venient and supports formal declarative semantics. Thus, ASP can be used to detect a
large number of simple and complex events within a reasonable time frame that allows
real-time operation with respect to limited hardware resources.

5.1.4 Simulation scenario and results obtained

In the evaluation phase, random trajectories of people are generated based on our
designed simulation tool to create history data. Our simulation tool is developed in C#;
it generates data, trains and evaluates the overall concept. The data sets of the history are
divided in two parts: a training data set and a test data set. We evaluate the proposed
Hidden Markov Model (HMM) using di↵erent samples with di↵erent history data. In
Table 5.6, we see the results of these tests where the columns show the overall success
performance. This means there is a successful match between the observed states and
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Table 5.6: The obtained results of di↵erent test scenarios of HMM module

Test Number of Sample Success Performance
1 10000 95%
2 20000 95.4%

the states at the current situation in the scene. The observed overall performance of the
prediction has been on average 95%, especially after using 10000 training samples .
To evaluate the running time of the Answer Set Programming (ASP) reasoner atom-

based embedded boards are used. A pITX-SP 1.6 plus board manufactured by Kontron2.
It is equipped with a 1.6 GHz Atom Z530 and 2GB RAM.
iClingo3 as a solver of ASP is used to detect the complex events [80]. It is an incremental

ASP system implemented on top of clasp and Gringo. iClingo is written in C and can
be run under Windows and Linux.
We measured the execution time of the ASP solver on our embedded platform. It shows

that the knowledge base of ASP is far more suited for embedded operations because the
overall execution time on average for more than 50 simple and complex events and 843
extracted features is 0.4s.
Furthermore, the system can parse over Ontology Web Language (OWL) using dlvhex4.

Dlvhex is the name of a prototype application for computing the models of so-called HEX-
programs and is developed in TU-Wien. The goal of dlvhex is to extend ASP towards an
interface of Description Logics, which are the theoretical foundation of ontology languages
like OWL. For example, the OWL context model which is designed in sections 6.2 can be
combined with dlvhex.

5.2 The novelty of using ASP in video surveillance
systems

Little research has been done in the frame of using Answer Set Programming (ASP) and
in reasoning under uncertainty in surveillance systems. Reasoning support for the Seman-
tic Web is currently mainly restricted to terminological reasoning in description logics.
There is no broad consensus on what will constitute the logical layer of the Semantic Web.
The proposed approach can be used anywhere and anytime (the adjustment with new

environments only has to be considered). The advantage of the proposed concept is
that the modification of the knowledge base is easy. Sometimes, when introducing new
knowledge to solve some specific problem, for example adding a new rule, we might
introduce contradictions within the previous rules.
Human observers are not 100% reliable or consistent. They su↵er from fatigue and

the e↵ect of emotional involvement. In surveillance systems such problems have to be
avoided.
Spatio-temporal event detection in surveillance systems has di↵erent requirements that

have to be covered. Spatio-temporal event detection in surveillance systems needs a

2http://www.kontron.com
3http://potassco.sourceforge.net
4http://www.kr.tuwien.ac.at/research/systems/dlvhex/
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temporal reasoning whereby many other logic programming approaches su↵er because
of the lack of temporal constraints. In ASP, time is usually represented as a variable in
which values are defined by an extensional predicate with a finite domain. Finite temporal
intervals can be used to reason complex events in surveillance systems.
ASP supports a number of arithmetic functions that are evaluated during grounding.

Therefore, all reasoning under uncertainty approaches can be implemented in ASP.
Conditions allow for instantiating variables for collections of terms within a single rule.

This is particularly useful for encoding conjunctions or disjunctions over arbitrarily many
ground atoms, as well as for the compact representation of aggregates.
An aggregate in ASP is an operation on a multi-set of weighted literals that evaluate

to some value. In combination with comparisons, we can extract a truth value from an
aggregate’s evaluation; thus, obtaining an aggregate atom.
Optimization statements extend the basic question of whether a set of atoms is an

answer set to an optimal answer set. Optimization in ASP is indicated via maximization
and minimization. The use of this feature in ASP has the important task of reasoning
under uncertainty in the field of video surveillance systems, e.g. the selection of the best
low level features of hundreds to detect a specific event with respect to uncertainty.
Constraints play an important role in ASP because adding a constraint to a logic pro-

gram P a↵ects the collection of stable models of P in a very simple way. It eliminates the
stable models that violate the constraint. This feature can be applied in video surveil-
lance systems by the definition of the constraints in the environment, e.g. walking on a
forbidden area or the recognition of abnormal behavior.
Ontologies based on Semantic Web provide concise high-level definitions of activities but

they do not necessarily suggest the right hardware to parse the ontologies for recognition
tasks (Semantic Web). It o↵ers the best of both worlds because it has the expressive and
descriptive power of Ontology Web Language (OWL) and the reasoning and arithmetic
power of ASP.
The major advantages of using rule based systems are that each rule can be seen like a

”unit of knowledge.” Additionally, all the knowledge is expressed in the same format and
more importantly the rules are in a natural format to express knowledge in a domain.

5.3 The novelty of combining ASP and HMM for rea-
soning under uncertainty

Dealing with uncertainty in surveillance systems needs arithmetic operations that are
usually not well presented in logic reasoning tools. Answer Set Programming (ASP)
o↵ers the standard arithmetic functions and the absolute function. In addition to this,
other arithmetic can be implemented and reused depending on the use case of the desired
reasoning process under uncertainty.
A series of approaches considering uncertainty in event detection can be implemented

based on ASP, for example: confidence functions in a Boolean data type format, the
fuzzy modeling approach and the Dempster-Shafer approach. The latter uses belief and
plausibility functions to describe the reliability features.
Consequently, the extensions of ASP have to be considered, e.g. the combination be-

tween ASP and fuzzy theory, Fuzzy Answer Set Programming (FASP). This combination
o↵ers the best of both worlds because of the answer set semantics, it uses the power of
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its declarative non-monotonic reasoning capabilities. Meanwhile the concepts from fuzzy
logic manage to avoid the limitations of classical logic. As fuzzy logic o↵ers a great
exibility.
The novelty of this work is that it proposes a robust approach based on the combination

between Hidden Markov Model (HMM) and Answer Set Programming (ASP). A weight
should be calculated for all related extracted features and then the event with the highest
probability will be selected using the optimization power of ASP.
In relation to the previous advantages, the optimization possibilities of ASP, e.g. the

maximization and minimization, can be applied to choose the optimal sensor data de-
spite the di↵erent taxonomies of uncertainty in surveillance systems. Furthermore, the
cardinality and the constraints in ASP can be used in the body of ASP rules to give the
developer the possibility of optimizing the desired answer sets.
Usually, rule based systems su↵er from a lack of trust (uncertainty). Therefore, this

combination with HMM is required. The problem that must be faced is related to the
task management, tracking and data processing. Despite the use of ontologies to provide
concise high-level definitions of activities, ontology tools do not necessarily suggest the
right ”hardware” to parse the ontologies for recognition tasks. ASP o↵ers the possibility
to reason the descriptive and expressive power of Ontology Web Language (OWL).
In the state-of-the-art approaches, prior knowledge is important but any lack in prior

knowledge can a↵ect the whole inference and reasoning process. The combination between
ASP and HMM can successfully reduce the e↵ects of prior knowledge.
HMMs are used because they have proven to be e↵ective in a number of domains,

especially prediction and recognition. One of the most important advantages of HMMs is
that they can easily be extended to deal with complex domains in order to detect several
Markovian events. This is because each HMM uses only positive data scales well and can
be combined into larger HMMs.
Markovian assumption means that the emission and the transition probabilities depend

only on the current state. This does not map well many real world scenarios in the frame
of complex event detection5.
The basic theory of HMM is also very elegant and easy to understand. This makes

it easier to analyze and develop implementations. Statisticians are comfortable with the
theory behind hidden Markov models. HMMs o↵er a freedom to manipulate the training
and verification processes. HMMs are still very powerful modeling tools and are far more
powerful than many statistical methods.
One of the advantages of the HMM-based approach is that several knowledge sources

can be combined into a single HMM. By representing all possible knowledge sources as
HMMs, the recognition task of complex events becomes a search in an enormous HMM.
In the case, that no knowledge is added, a recognition model can be simply created by
putting all complex event models in parallel and adding an initial state and a final state.
The initial state of the recognition model has a null transition to the initial state of each
gesture model. A null transition is a transition that has a transition probability but does
not emit any output symbol. Therefore, it does not consume any time [100].
The combination between OWL, HMM and ASP o↵ers a powerful approach to combine

the advantages of an OWL context model which are explained in sections 3.2.5 and 6.2
plus the advantages of ASP that are explained in section 3.3.3 and in section 5.2. There-

5http://www.cse.unsw.edu.au/ waleed/phd/html/node36.html
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fore, it associates the advantages of rule based systems plus the advantages of stochastic
approaches and can handle uncertainty using ASP during the reasoning process. Further-
ing this, it can detect di↵erent simple and complex events in real-time, run on embedded
platforms and reason with respect to temporal constraints.

5.4 A model free event detection and position esti-
mation of humans

In England, a third of the population that are over the age of 65 have a fall each year.
In addition to this, half of these persons fall at least two times. Women are at a greater
risk than men, with half of all women over the age of 85 having a fall in any given year
[101].
It is important to find a technical solution to detect the falls of elderly people, which

enables them to e�ciently call for help. In an instance where a heart attack is the reason
for a fall, each second is important to save a person’s life. Consequently, the system must
have a low latency, so that an alarm is sent as soon as possible.
A model-free and computationally inexpensive approach for the fall detection of humans

is needed in order to have an easy and simple solution. It must allow an integration on
FPGA-based smart cameras [102] without the need of a bigger Field Programmable Gate
Array (FPGA). Therefore, a model free approach is used. The usage of one camera only
leads to greater acceptance for in-house usage due to its minor need for technical devices,
which we think is important in assisted living environments.

5.4.1 Related works on model-free event detection

The Institute of Robotics at the University of Braunschweig, Germany, is developing a
system that will ensure a long, independent and secure life for elderly and handicapped
people in their home environment. An initial supervision system is already operational
and currently undergoing tests. The image processing system is able to detect people
automatically by using a camera and to decide whether an ambulance should be informed
or not. The institute has developed several model-free and model-based image processing
algorithms that enable the tracking of the people and the detection of falls in a room
[103]. The system has also been developed for active supervision approaches that allow
the identification of individuals who fall during the night, i.e. in the dark. Therefore,
infra-red emitters are attached in various positions on the ceiling. Whenever these lamps
turn on and o↵, the person supervised casts a shadow in di↵erent directions. The shadow
information is used to distinguish between people standing and people lying on the floor
[104]. However, the system only works in covered areas provided with a huge amount of
signals. This requirement is hard to obtain in most living environments of elderly people.
Also, the segmentation approach is not adaptive to small background movements, like
those that normally occur in-house.
A team at the University of Massachus etts uses a network of overlapping smart cameras

in a decentralized procedure. They can compute inter-image homographies that allow the
location of a fall to be detected in 2D world coordinates by calibrating the respective data.
The aim of their work is to build a system which implements fall detection procedures.
They succeeded by using a more sophisticated Support Vector Machine (SVM) classifier.
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40 image sets were used to train the system and each image was utilized in order to
build a classifier that decides whether an event is regarded as a fall or not. The system
requires the manual calibration of one camera per a group of overlapping cameras. The
localization error of the system is less than 50cm. The system comprises of very low-
power, low-resolution cameras and motes can be used to detect and localize falls [105].
However, as mentioned before we tried to build a model free system without the need of
training data and manual calibration. Furthermore, the usage of several cameras per a
room is an exclusion criterion, because this technical requirement cannot be guaranteed
in most living environments.

5.4.2 Advantages and novelty of using model-free event detec-
tion

The aim of this work is to develop an algorithm that processes video streams to detect
people and analyze their position in space, especially recognizing people who are lying on
the floor. The problem of object detection and evaluation is well established in computer
science. In general, model and training based approaches are used. Viola and Jones [106]
presented AdaBoost in 2001, where a boosted cascade of classifiers based on haar-like
features is used. Integral images were used to speed up the process. In [107] Ashbrook et
al. used Pairwise Geometric Histograms (PGH) to detect objects even with occlusion or
scene clutter present. Rotation invariant histograms are built out of geometric parameters
of line segments.

The PGH calculated out of training images is later compared against the PGH from the
scene image using the Bhattacharyya metric. Another way to solve the problem of the
usage of optical flow [108]. The flow of walking people is directed uniquely to the whole
body. If the person falls, then its optical flow is pointing into several directions. This fact
could be used to detect falls as abnormal behavior of the optical flow. However, as well as
model and training-based approaches optical flow requires a lot of training with respect
to computational power.

A model-free and inexpensive computational approach is needed in order to have an
easy and simple solution, which allows integration on embedded platforms. Therefore, a
model free approach is used. The usage of one camera only leads to greater acceptance for
in-house usage due to its minor need for technical devices, which we think is important
in assisted living environments.

Event detection on embedded platforms requires a model-free and an inexpensive
computational approach in order to have an easy and simple solution, which allows
the integration of an FPGA-based smart camera without the need of a bigger FPGA.
Therefore, the thesis presents a solution based on a foreground-background segmentation
using Gaussian Mixture Models (GMM) to first detect people and then analyze their
main and ideal orientation using moments. This allows one to decide whether a person
is staying still or lying on the floor. The system has a low latency and a detection rate
of 88% in our case study. Another key of this algorithm is the use of Gaussian mixture
models for image segmentation that is not sensitive to the light and small movements in
the background of a scene and considers shadow detection, which has an influence on the
overall event detection process.
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5.4.3 Detailed concept description of model-free event detection

To achieve the high performance of OpenCV library, it must run on high speed pro-
cessors. If it does not, it will have a sub-optimal performance. As an example, the
performance of OpenCV library under AMD processors is not equal to the performance
under Intel Processors. However, in our case, all tests are run under Linux version 2.6.24-
22-generic, Ubuntu 4.2.3-2ubuntu7, gcc version 4.2.3. The model name of the CPU is
Intel(R), Core(TM)2 Duo CPU 2.00 GHz, cache size is 2048 KB. OpenCV version is 2.0
from September 30th 2009. The test environment is a 6 * 4 meters room where a network
camera has been installed in the middle.
After finishing the programming of the final algorithm, the system was tested under

several conditions. The test consists of nine positions within the room, for each position
there were five iterations to test the system. This means that 45 tests were conducted in
total. The test scenario included one person falling to the floor of our test room whilst
being observed by the camera. Sometimes the person fell with motion and sometimes
without motion. The test time was in the afternoon and it was used artificial room
lighting.

Figure 5.3: The test of the system

5.4.4 The overall architecture of the system

To explain our approach to the problem, the system will be described in general. Hu-
mans will be monitored through a fish eye camera, which is situated in the middle of the
ceiling. The special perspective of this kind of lens gives an easy parameter to detect
whether people are staying or lying, because the main axis of standing people is pointing
to the middle of the image. This property is the basic principle of the algorithm. When
the main axis of the segmented person is di↵ering from its expected direction (the mid-
dle of the image), we classify the person as lying. Falls are detected as moving from an
upright position into a lying one within a small time slot. The steps are shown in Figure
5.4.

a) Capture the current image of the room.

b) Segment the moving object from the static background using adaptive GMM.

c) Calculate the ideal orientation � as it should be for upright persons.
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Figure 5.4: The working flow of the system

d) Calculate the main orientation ✓ of the person.

e) Use � and ✓ to decide whether the person is upright or lying on the floor.

Now we will introduce the system in details by looking at each step individually.

Image capturing

The most important part of the image capturing process is the fish eye view of the
camera. It has several advantages. Firstly, it can cover big rooms due to its wide angle
view. It captures 180x160�. Secondly and more importantly is the algorithm. The
main axis of upright standing people on an image is always pointing to the middle of the
image, as can be seen in Figure 5.5. The above mentioned is only true if the camera lens is
mounted in parallel to the room’s floor, i.g. the image capturing direction is perpendicular
to the floor. But in normal rectangular rooms this property is always true if we mount the
camera to the ceiling of the room. A third advantage is that the camera automatically
deskews the image after capturing for an easy processing.

Segmentation

The second part of the algorithm is the foreground-background segmentation to obtain
the mask of the person. In order to locate moving foreground objects in videos, a segmen-
tation technique called Gaussian Mixture Model (GMM) is used. GMM is an important
tool in image data analysis. The segmentation of images means to divide the video frame
into di↵erent types of classes or regions, background and foreground. Therefore, we can
suppose that each pixel belongs to a Gaussian distribution with its own variance value
and covariance matrix. These parameters of the model are learned by an Expectation-
Maximization algorithm. Each mixture component consists of a Gaussian with a mean µ
and covariance matrix

P
, i.g. in the case of a 2D color space:

p(⇠|j) = 1

2⇡|
P

j|0.5 exp
0.5(⇠�µj)T

P�1
j (⇠�µj)) (5.9)

So, by a Gaussian background mixture model each pixel is modeled as the sum of k
weighted Gaussians. The weights show the frequency and the Gaussian is identified as
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Figure 5.5: Example image view of the fish eye camera (without deskew [109])

part of the background model, updated adaptively with the learning rate ↵ and the new
observation.

The idea of Maximum Likelihood Estimation (MLE) is to make an assumption about a
specific model with unknown parameters and then to define the probability of observing
a given even, which is conditional on a specific set of parameters. This means after one
has observed a set of outcomes in the real world. Then, it is possible to choose a set of
parameters that are most likely to have produced the observed results. If we have a like-
lihood function, this could be a mathematical distribution f(x1, x2, .., xn;⇥1,⇥2, ...,⇥n, ),
where the data xi’s are normally distributed (Gaussian distribution) and independent.
Thus, we can calculate the parameters ⇥:

L(X|⇥) =
nY

i=1

f(xi, ✓) (5.10)

Next, the likelihood function should be maximized by calculating @L
@✓

= 0, but this
would be di�cult. Therefore, we use a simplified algorithm called EM (Expectation-
Maximization).

EM maximizes the likelihood of fitting a mixture model to a set of training data. It
is important for this algorithm that a prior selection of the model order and also the
number of k components is incorporated into the model. It is important to be aware that
mixture models do not work well in case of constant repetitive motion and high contrast
between pixel values (edge regions), because the object appears in both the foreground
and background [110].
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Calculating the orientation

After segmentation of the image into foreground and background we have to determine
the two main angles � and ✓. ✓ is the main orientation (main axis) of the detected object,
see fig 5.6. � is the expected orientation of a person standing upright with the same center
of mass as the detected person, see Figure 5.7.

Figure 5.6: Main orientation ✓ of an abstract object (ellipse) within an image using a fish eye
camera

Figure 5.7: The calculation of the ideal orientation�

The two angles are calculated using moments. Moments are the processing of certain
weighted averages of the values of each pixel of an image. They are usually chosen so that
they reflect the desired characteristics of the image. They are useful to describe individual
objects in a segmented image. The definition of moments as a gray value function IB(x, y)
of an image is as follows, where p and q are the order of the moment [111]:

µp,q :=

Z

Y

Z

X

xpyqIB(x, y) dxdy

The integration is calculated over the area of an image IB. When we have segmented
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an object, we get a binary image mask M in which the pixels contain the value of either
one or zero. Than we also can integrate over the objects area:

µp,q :=

Z

Y

Z

X

xpyqIB(x, y)M(x, y) dxdy

Zero order moments µ0,0 are the sum of the pixel values of an image. First order
moments µ1,0 and µ0,1 describe the horizontal and vertical center of the mass of an object.

µ0,0 :=
X

x

X

y

IB(x, y)

µ1,0 :=

P
x

P
y xIB(x, y)

µ0,0

µ0,1 :=

P
x

P
y yIB(x, y)

µ0,0

They are later used to calculate the ideal orientation � of a person, relative to its center
of mass. Second order moments are the squared values of the row or column-counters
multiplied by the value of the rows of the image. The normalized second order moments
are associated with the orientation of the object and used for the main orientation ✓:

µ2,0 :=
X

x

X

y

x2IB(x, y)

µ0,2 :=
X

x

X

y

y2IB(x, y)

µ1,1 :=
X

x

X

y

xyIB(x, y)

The orientation of the object is defined by the tilt angle between the positive x-axes
and the axis around which the object can be rotated with minimal inertia [112]:

✓ :=
1

2
tan�1(

2µ1,1

µ2,0 � µ0,2
)

Fall decision

Now that the orientation of a person is calculated, we have all relevant data to make
the final position estimation of a person and decide whether there was a fall or not. The
main decision parameter is the deviation between the ideal orientation � and the main
orientation ✓ of the segmented object. A fall is detected in one frame if

|�� ✓|  ✏,

see also Figure 5.8. The specific threshold ✏ was determined empirically, i.g. the angle of a
falling person has been observed several times. To ensure the robustness of the approach
and to avoid false positive detections due to a one frame error, a frame counter is added.
If we detect a person lying on the floor in one frame we increment a counter c. If we don’t
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Figure 5.8: Example view of a fall with a large deviation between the main orientation ✓
(black) and the ideal orientation � (green)

detect it, we reset the counter, c = 0. If c increases beyond a predefined threshold, then
we alert a detected fall.
It needs to be mentioned that we perform the orientation estimation for each detected

person separately. Therefore, the foreground mask is separated into connected compo-
nents and the algorithm analyzes each component independently. This way also multiple
orientations in a room can be evaluated and therefore multiple falls can be detected.

Shadow detection

One of the most frequent problems of computer vision systems deployed in environments
su↵used with light are the shadows. Especially if the background subtraction operator is
a↵ected by shadows, since shadows are detected as part of the element in motion. Despite
using a Gaussian Mixture Model (GMM) to segment the objects, the shadows still posed
a problem to the performance and so an algorithm was found to detect the shadows and
delete them from the images.
Cucchiara et al. [113] proposes the usage of the three parameters of the HSV color

system (Hue, Saturation, Value (brightness)) to detect shadows. The HSV color space
corresponds closely to human perception of color in cases where the color information
improves the discrimination between shadow and object. Intuitively, of course, when
there is a shadow on a background texture, the hue value (color) stays almost the same.
The saturation value decreases and the shadow causes a reduction in the brightness value,
because shadows make textures look darker than normal. So for each foreground pixel
its HSV values are compared to the HSV values of the pixel at the same position in the
learned background image:

↵  Vi(x, y)

VB(x, y)
 �
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Si(x, y)� SB(x, y)  ⌧s

|Hi(x, y)�HB(x, y)|  ⌧h

Here i is the current frame and B is the background frame. If a foreground pixel fulfills
all the conditions, it gets removed from the foreground mask.
After the removal of shadows the performance of the system has been highly increased.

The results of the shadow detection are good. The quality of the overall algorithm is
discussed in the previous section. The parameters of the shadow detection are 0.2 for ↵,
0.95 for �, 5 for the ⌧s and the ⌧h is 15.

5.4.5 Performance results obtained and related comments

The best parameters to measure the performance of the system are the measures of
sensitivity and specificity. Sensitivity measures the proportion of actual positives, i.g.
what is correctly identified, and specificity measures the proportion of negatives, i.g. what
is incorrectly identified. Table 5.7 shows us the measurements: 86% of true positives are
detected and 88% of the events (the person is not lying on the floor) are detected.
A theoretical, optimal prediction should achieve 100% sensitivity and 100% specificity.

Specificity is the number of true negatives divided by the sum of true negatives and false
positives. Sensitivity is the number of true positives divided by the sum of true positives
and false negatives.
The system is a real-time system. Real-time systems are used when it is imperative that

an event is reacted to, within a strict deadline. This type of reaction is required for our
system. Therefore, the detection time is between 2-20 seconds. The Figures are examples
from the test, see 5.3. In some tests we noticed that if the body is partly covered by a
chair or a table, the detection still worked correctly.

Detected
true false

positive TP=40 FP=4

negative TN=43 FN=5

= TN/(FP + TN)
specificity = 43/(4 + 43)

= 91%

= TP/(TP + FN)
sensitivity = 40/(40 + 5)

= 88%

Table 5.7: Specificity and sensitivity

However, Figure 5.9 illustrates the weak point of the system where it is di�cult to
achieve the threshold value. This is due to the ideal orientation that indicates the angle
of an upright person being the same as the real orientation that indicates the angle of a
fallen person.
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Figure 5.9: The weak point of the system

5.5 Summary

Probability theory and logic programming are important for many complex events detec-
tion applications involving uncertainty. It requires a detailed analysis and understanding
of the domain and also a great deal of data to alleviate the problem of uncertainty.
We demonstrated that the combination between stochastic methods (HMM) and logic

programming (ASP) provides a powerful tool to detect complex events, especially the
behavior of people in a crowded scene. The high performance of the HMM model for
creating a prediction provides the ontology with facts with less than 5% uncertainty.
Therefore, the overall performance of the system is increased. ASP can be used to detect
a large number of simple and complex events within a reasonable time frame that allows
real-time operation with respect to limited hardware resources.
The proposed algorithm used to estimate the position of people in space is also used to

detect falls. The solution is based on a calculation of the deviation of the main and ideal
orientation of segmented objects from a fish eye camera, where the main orientation of
standing people is pointing to the middle of the image. Moments are used to calculate
the orientation and the deviation between the two main and ideal orientations. In turn
this is compared with a specific threshold to decide if the person has fallen.
The system has a low latency and a detection ratio of 88%. The high sensitivity and

specificity renders this system fit for usage in assisted living environments. The usage
of only one fish eye camera per room and a standard PC makes it easy to integrate into
a normal apartment. Additionally, the system could be provided with infrared vision to
detect falls during the night.
In the future, we want to integrate the algorithm into a smart camera [102], the most

intensive computation task is the segmentation using GMMs. When realizing this part as
hardware in the FPGA and the rest of the algorithm in software running on the PowerPC
of the FPGA the algorithm would speed up a lot.



Chapter 6

Case studies related to complex
event detection under uncertainty

This Chapter applies the proposed solutions in Chapter 5 in 2 case studies. The ap-
proaches are applied in the frame of a SRSnet project to check and judge their perfor-
mance. The first case study is the design of a video surveillance system based on Semantic
Web. This case study proposes a robust solution to representing context models for a video
surveillance application, especially in order to recognize complex events which cannot be
directly detected. The solution is based on building an ontology for representing prior
knowledge related to video events. The designed ontology is composed of all high level
semantic concepts in the context of the test environment.
The second case study presents a real-time complex event detection concept for resource-

limited multimedia sensor networks. A comprehensive solution based on Answer Set
Programming (ASP) is developed. We show that ASP is an appropriate solution to detect
a large number of simple and complex events (video-audio understanding) on platforms
with limited resources, e.g. power consumption, memory and processing power. Then,
we underline di↵erent origins of uncertainty in video surveillance systems and explain the
major approaches to handle uncertainty in di↵erent levels. Furthermore, we demonstrate
the high performance of ASP compared to that of Semantic Web.

6.1 Scenario definition for case study 1 and case
study 2

In our case study, we aim to construct a resource-aware multi-sensor network. The
goal is to deploy a sensor network consisting of video and audio sensors that is capable
of detecting complex events in an environment with limited infrastructure (especially
without access to the power grid).
This specifically means that there is no access to the power grid and thus, the sensor

nodes must be able to operate on battery and renewable energy as long as possible. As
a multimedia sensor network, the SRSnet needs not only to record and transmit sensor
information, but also perform on-board data processing. In this case, object detection,
localization and tracking will be performed on audio and video data.
An integral part of this project is the detection of high-level events. We want to fuse

low level events detected by audio and video processing to higher-level complex events.

88
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Additionally, the network must react to events and to new task assignments. This requires
a component for dynamic network reconfiguration that reconfigures sensor parameters and
nodes according to events, task assignments and resource requirements. This component
receives information on detected events and on the current orientation of Pan Tilt Zoom
(PTZ) cameras as the input.
A resource-aware multi-sensor network can be deployed in environments, like national

parks, to help protect sensitive environments. In order to provide an interface for users,
we will employ a multimedia data warehouse to collect detected events and multimedia
artifacts. Then, users can query the database for interesting events in time and space.
The data warehouse is meant to be deployed outside of the sensor network itself, e.g. as a
cloud service. To feed information into the data warehouse we will use web services which
are accessed by the sensor network. This architecture enables us to save energy by only
connecting to the data warehouse on demand. A persistent connection is not needed.
Figure 6.1 shows an overview of the project parts and the data flow between them.

Figure 6.1: The components of SRSnet and the data flow between them. Bulbs indicate flow
of data while lighting indicates operations or actions.

6.2 Case study 1: A comparison between Seman-
tic Web and ASP for complex event detection
in video-audio-based sensor networks

The Smart Resource-Aware Multi-Sensor Network project (SRSnet) is an Interreg IV
research project funded by the European Community. The SRSnet project focuses on the
design of a smart resource-aware multi-sensor network capable of autonomously detecting
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and localizing various events, such as screams, animal noises, tracks of persons and more
complex human behaviors. The project’s research areas include the following modules:

• Collaborative audio and video analysis.

• Complex event detection.

• Network reconfiguration.

The SRSnet is demonstrated in a biologically sensitive environment, namely in the
Hohe Tauern National Park. This national park was chosen as a testing environment as
it o↵ers realistic case studies. It also profits from the results of the project by having
a better understanding of visitor and animal movements within the mostly restricted
natural preserve area. The bridge between Chapter 5 and Chapter 6 is that the SRSnet
project will be considered as the test environment to trial, evaluate and compare di↵erent
reasoning approaches under di↵erent uncertainty handling approaches in the frame of
surveillance systems.

6.2.1 The knowledge base designed for SRSnet

The ontology design of the audio/video surveillance system, two super classes ”event”
and ”object” should be defined. From the super-class ”event” three other sub-classes
must be defined: simple event, spatial event and temporal event. Figure 6.2 shows the
overall architecture of the proposed surveillance system based on Semantic Web.
These derived classes are not disjointed as an event can be created by inheriting from

multiple classes. These specializations are defined as follows:

• Object specializations: For the Object concept. Types are observed from sensors,
e.g. person, dog, group of persons, etc. Each object has the following properties:

– objectId

– hasObjectType

– hasSpeed

– hasDate

– hasTime

– hasDirection

– hasCameraId

– hasFrameId

– hasX

– hasY

– hasUncertaintyObjectType

– hasUncertaintyCordination

• Sound specializations: The sound types are observed from sensors, e.g. shot,
scream, howl, etc. Each sound entity has the following properties:



CHAPTER 6. CASE STUDIES RELATED TO COMPLEX EVENT DETECTION UNDER
UNCERTAINTY 91

Figure 6.2: The overall architecture of surveillance systems based on Semantic Web.

– hasSoundType

– hasSoundArrayID

– hasSoundTime

– hasSoundDate

– hasSoundCorX

– hasSoundCorY.

– hasUncertaintySoundCordination.

– hasUncertaintySoundType

• Simple event: This is the simplest form of events. A single entity is generally
involved without interactions with secondary entities. Each event has these main
properties: Duration, BegginIn, EndIn and the Event UID.

• Complex event: A complex event consists of a combination of di↵erent simple
events.

• Temporal entity: This describes time entities for a specific event within a prede-
fined period of time.

• Event specializations: Each detected event whether it is simple or complex has
the following features:
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Figure 6.3: The overall architecture of surveillance systems based on Semantic Web

– hasEventType

– hasObjectType

– hasSpeed

– hasDate

– hasTime

– hasCameraId

– hasFrameId

– hasSoundArrayID

The scene context defines all the information that happened during a scene. This is
important during the detection of an event. Therefore, we have defined spatial context to
describe the environment and object context to help with the detection of the relationships
between the objects. Our spatial context was defined through the mapping between pixels
and the real region of interest which is defined in the ontology with specific values. Figure
6.3 shows a snapshot of the designed ontology based on OWL.
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6.2.2 Test and simulation environment

The development of the proposed system consists of the following steps. The first step is
the extraction of the features from the scenes. Then, the modeling of the ontology defines
the spatial and object context. The final step is to build the rules to detect events. Figure
6.4 shows the test environment in the park.

ObjectEntity(?x) ^ Forbidden(?x, ?z)! AlarmEvent(?z)

Figure 6.4: A snapshot of the test environment in the park

• Features extraction: For data generation and simulation a simple tool has been
implemented using OpenCV1 to extract and generate features for the evaluation of
the proposed reasoning system. The goal of the features extraction is to extract
the type, speed, direction and the coordinates of the moving objects. Our overall
method consists of four main steps:

– First step: is the segmentation, including the shadow detection.

– Second and third steps: are the contours and their related features of the
extracted contour.

– Fourth step: is the tracking of the objects including the matching of these
objects with our samples that are saved in the XML file.

Upon receipt of video streams, the video frames are smoothed using a Gaussian
kernel. Subsequently, the system starts to use Gaussian Mixture Models (GMMs)
to segment moving objects. The segmentation succeeds by using multiple GMMs.
This is a good way to learn the background and to model it by one or several
Gaussian distributions and to determine its parameters. Next, the segmentation
shadows have to be removed using the HSV color system and the contours are
corrected using morphological operations. Contour moments are important in order
to extract as much information about the segmented object as possible and to get
the center, area, orientation and shape. The extracted features of the samples have

1http://opencv.org
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been saved in an XML format with di↵erent classes of objects, such as humans,
cars, dogs, etc. These will be compared with the contours. To avoid challenges with
overlapped objects, we have stored several patterns of overlapped objects in several
scenarios. Extracted features have been included and each case has been classified
in its own class in the XML file.

• Ontology design: Protege as editor was used for the ontologies and Semantic
Web Rule Language (SWRL) rules. The design of the ontology consists of the
following steps. First, the specification of the desired events must be detected.
Then, the context data (spatial context and object context) is designed. Next, the
specification of the classes is needed to build the ontology. After the classes are
defined, the properties must be given. Finally the consistent of the ontology must
be tested using the reasoning tools that are provided in Protege. (see Figure 6.3).

• Detection of complex events: The ontology model permits the use of a reasoner
that can check if the definitions of the statements in the ontology are consistent or
not. It can also recognize which concepts are the best for which definitions. There-
fore, the reasoner can help to maintain the hierarchy correctly. This is particularly
helpful when dealing with multiple class hierarchies. The rules were built using the
jess engines, which are helpful to show the resulting SWRL rules.

6.2.3 Results obtained and related comments

In this section, we will show some results of the proposed concept. To test the system
in order to detect the complex events we used the Jess Rule Engine for evaluating SWRL
rules. We have created a set of instances of some objects included in our ontology. The
system has been tested in a parking place (see Figure 6.4).

Figure 6.5: The overall architecture of surveillance systems

• First Example: At the beginning, simple events can be defined and detected
through the use of the extracted features. For example, to detect that a person is
walking or running the rule is:

Person(?x) ^ hasSpeed(?x, ?y) ^ sqwrl : greaterThat(?y, 5) ^ has(?x, ?ID)! run(x)

This rule means if the object is a person and has an Id and a speed which is greater
than 5 then this person is running.
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Figure 6.6: The overall architecture of surveillance systems

• Second Example: In this example, we want to detect objects that are walking in
a forbidden area. At the beginning we have to define the rule for forbidden areas:

ObjectEntity(?x) ^ hasZone(?x, ?Z) ^ hasID(?x, ?id) ^ sqwrl : equal(?Z, 0)!
Forbidden(?area, ?Z)

Through the use of our spatial context where regions of interests have been defined,
we gave the value zero for the forbidden areas which could be visited. The previous
rule defines a forbidden area as the area that has the value zero. After the definition
of forbidden areas, we can define the rule to detect objects which come into this
forbidden zone (Figure 6.5 and 6.6):

Detection of di↵erent events or situations has become an important topic in audio and
video surveillance systems within recent years. In particular the surveillance of public
areas, such as airports or train stations, has been the focus of research and develop-
ment. Event detection in combination with context modeling is widespread. Especially
ontology-based on Semantic Web; this is an expressive technology that has the ability to
describe certain aspects of the world. It supports developers to model the relationships
between the sources that can be described. After the design of the ontology, the relevant
information of the scene can be described in terms of scene-related entities (object, event
and context.) Then, the complex events can be defined based on a list of simple events.
It is important for the development of video understanding systems (outdoors systems)
to use the paradigm of ground truth through geometric correction. This will be needed
for the description of regions of interests in the image or to detect the coordination of
moving objects nearby the important regions. In the next case study, we use Answer Sets
Programming (ASP) to detect complex events which provides an appropriate environment
to build complex rules.
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6.3 Case study 2: Complex event detection based on
ASP

This case study presents a real-time complex event detection concept for resource-
limited multi-sensor networks. A comprehensive solution based on Answer Set Program-
ming (ASP) is developed. The case study discusses di↵erent examples of handling uncer-
tainty in surveillance systems.

6.3.1 The structure of the knowledge base founded on ASP

The structure of our knowledge data base consists of:

1. Object Entity: The object entity has the following properties: hasId, hasType,
hasZone, hasSpeed, hasDirection and a qualityRate for every attribute.

2. Simple Event: This is the simplest form of events, e.g. run, walk, shot, etc.

3. Complex Event: A complex event which is the combination of the simple events,
e.g. a group of persons are running, a group of persons are fighting, a group of
persons are in a forbidden area.

4. Temporal Entity: In ASP, time is usually represented as a variable in which
the values are defined by an extensional predicate with a finite domain. A finite
temporal interval in ASP can be used to reason complex events in our case study.

5. Direction Entity: This is defined by the calculation of the orientation angle of
the object. The direction has a value between 0 and 360 as a primary feature, then
in the rules, we map these values to eight possible directions, North, Northeast,
Northeast East, Northwest, Northwest West, etc. (see Figure 6.7)

Each object has the following properties:

• objectId

• hasObjectType

• hasSpeed

• hasDate

• hasTime

• hasDirection

• hasCameraId

• hasFrameId

• hasX

• hasY
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• hasUncertaintyType

• hasUncertaintyCorType

Each sound entity has the following properties:

• hasSoundType

• hasSoundArrayID

• hasSoundTime

• hasSoundDate

• hasSoundCorX

• hasSoundCorY.

• hasUncertaintySoundcCor.

• hasUncertaintySoundType

Each detected event whether it is simple or complex has the following features:

• hasEventType

• hasObjectType

• hasSpeed

• hasDate

• hasTime

• hasCameraId

• hasFrameId

• hasSoundArrayID

The knowledge base is used as an input to the solver in order to generate the answer
sets, which present the detected simple and complex events.

6.3.2 The ASP rules

The scene context plays a major role during the detection of an event. Therefore,
we define the features of the existing objects in the environment. The objects have
two di↵erent types of features: sound features and video features. These features are
extracted from an audio/video subsystem. Features and coordinates are extracted using
object recognition and object tracking algorithms.
Here, we illustrate an example of a simple event (a human is running),
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Figure 6.7: The observed directions

1 run(X,S,T,Z,D,C1,C2 ,FI,CI ,ST,SAI ,SZ,OT):-

2 S>5,

3 object(X),

4 hasSpeed(X,S),

5 hasTime(X,T),

6 hasZone(X,Z),

7 hasX(X,C1),

8 hasY(X,C2),

9 hasDate(X,D),

10 hasFrameId(X,FI),

11 hasCameraId(X,CI),

12 hasSoundType(X,ST),

13 hasSoundArrayID(X,SAI),

14 hasSoundZone(X,SZ),

15 hasObjectType(X,OT),

16 OT=human.

To detect the complex event of a group of people who are running, we check for at least two
persons running whereat the distance between them is less than 3 meters. The condition
of the distance is declared in the predicate near(X1, X2), where X1 and X2 present the
observed objects. The condition of running is declared in the predicate run(X1, OT ),
where X1 is the observed object and OT is the type of the detected object. The last
condition makes sure that the two observed objects are di↵erent.

1 groupPersonsRunning(X1):-

2 run(X1 ,OT1),run(X2,OT2),

3 near(X1 ,X2),

4 OT1=human ,

5 OT2=human ,

6 X1!= X2.

The detection of the complex event, (a group of people are running in di↵erent directions)
is made when there are at least three persons near to each other and when they are moving
in three di↵erent directions, e.g. NorthwestWest,Northeast, Southeast. The last three
conditions make sure that the detected persons are not the same.
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1 diffDirections9(X1,X2,X3):-

2 northWestWest(X1),

3 northEast(X2),

4 southEast(X3),

5 near(X1 ,X2),

6 near(X2 ,X3),

7 X1!=X2 ,

8 X2!=X3 ,

9 X1!=X3.

6.3.3 Methodological approaches used for handling uncertainty

This case study investigates the types of imprecise information that are likely to occur
in the knowledge base of a surveillance system. The most important uncertainty cases
are [114]: ignorance, incompleteness, inconsistency and inaccuracy, which are discussed
within the context of reasoning process in surveillance system. The di↵erent types of
imprecision, the di↵erent techniques for getting a quality assessment and handling the
concerned information during the reasoning process will be illustrated. Finally, a method
for integrating the resulting quality values of several low level features into Answer Set
Programming (ASP) will be outlined.
As mentioned in Chapter 4 there are di↵erent types of uncertainty in surveillance sys-

tems:

• Ignorance: Ignorance means that there is an object in the environment of the surveil-
lance system that is just not known. For the reasoning process of a surveillance
system, e.g. the content of the knowledge base may not have the required details
which are necessary for the decision process.

• Incompleteness: In contrast to ignorance, incomplete information means that there
is no hypothesis related to an object or attribute value at all, e.g. the object type
is known but the speed of the object is unknown.

• Inaccuracy: While uncertainty is concerned with the measure of trust that is put
into the data provided by a sensing system, inaccuracy deals with the potential
measurement errors that may occur.

• Inconsistency: Inconsistency means that there are conflicting hypotheses about an
object data, e.g. two sensors are giving di↵erent object types with a high belief.

Bayesian approach

In modern video based surveillance systems, the detection, recognition and tracking
functions are chip executed. Suppose that we have two di↵erent cameras in the cluster of
a specific sensor network. An object is walking in front of two cameras; the system could
recognize that there is a human in the environment. Every camera is by the success rate
of object recognition; the success rate determines the probability measure for the sensed
object. The two cameras are independent, camera C1: detection ratio is 98% camera C2:
95% These success rates are realistic in relation to the industrial recognition rate of smart
cameras. If both cameras support the hypothesis sucess1 with a high probability, the
overall quality measure improves. The new probability measure for the sensed object is
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given by a contrary probability in the event that both cameras are wrong:

P (s1) = 1� (C1 ⇤ C2) = 0.999 ⇡ 99%

Now, imagine that Camera C1 recognizes the object type T1 with a probability of 98%
and camera C2 recognizes the ”same object” with a probability of 80%. The two events
are mutually exclusive, the object can either be the type recognized by C1 or by C2.
Also, there is a chance that both cameras C1 and C2 are wrong and the object type is
completely di↵erent. The probability for C1 and C2 is then given as:

P (success1) = 1� (C1 ⇤ C2 + C1 ⇤ C2) = 0.98 = 98%

P (success1) = 1� (C1 ⇤ C2 + C1 ⇤ C2) = 0.95 = 95%

The camera probability of C1 is relative to camera C2 being right. The major question
is: Which camera should be trusted? If the success rate of the second system is much
lower, then the choice could be to trust the camera with the higher success rate. If both
success rates are high, the second hypothesis cannot be ignored. In this case, a safe
way would be either ignorance or the choice of the ”safer” hypothesis. When camera C1

reports an object type as a dog and camera C2 reports the same object type as a cat,
the type has to be chosen in consideration of prior knowledge that a cats existence in the
environment is less likely than a dogs. Therefore, the type of a dog can be considered.
Conditional probability can be used within a surveillance system to combine the success
rate of a camera with its certainty values (readability measurements), in order to improve
the overall quality measure. The success rate P (C1) is a quality measure for the low
level features extraction system integrated into the smart camera. If we have 2 sensing
systems, they have both the same detection rate but di↵erent reliability values. Using
Bayes theory, if we know P (C1|C2) then P (C2|C1) can easily be calculated. Therefore a
system with higher conditional probability can be chosen.
The Bayesian methods have a number of advantages that indicate their suitability in

uncertainty management. Most significant is their sound theoretical foundation in proba-
bility theory. Thus, they are currently the most mature of all of the uncertainty reasoning
methods. Although, Bayesian methods are more developed than other uncertainty ap-
proaches, they are not flawless. They require a significant amount of probability data
to build a knowledge base. Furthermore, human experts are normally uncertain and
uncomfortable about the probabilities they are providing.

Certainty factors

The type of relationship between the hypothesis and evidence plays an important role in
determining how the uncertainty will be handled. The reduction of these relationships to
simple numbers could yield to the removal of relevant information, which might be needed
for reasoning with a high success rate about the uncertainties. The main disadvantage of
Bayesian method is that there are too many probabilities required. Most of them could
be unknown. The problem gets worse when there are many pieces of evidence. Another
major problem that appeared in surveillance systems was the relationship of belief and
disbelief2. At first sight, this may appear trivial since obviously disbelief is simply the

2http://www.cs.uic.edu/ liub/teach/cs511-spring-06/cs511-uncertainty.doc
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opposite of belief. In fact, the theory of probability states that P (H) + P (H 0) = 1
and so P (H) = 1�P (H 0). In the case of a posterior hypothesis that relies on evidence, C:

P (H|C) = 1� P (H 0|C) (6.1)

Researchers have developed a MYCIN model based on certainty factors [88]. Certainty
factors are a heuristic model of uncertain knowledge. In MYCIN two probabilistic
functions are used to model the degree of belief and the degree of disbelief in a
hypothesis; a function to measure the degree of belief MB and a function to measure the
degree of disbelief MD.
MYCIN represents factual information as Object-Attribute-Value (OAV) triplets.
MYCIN also associates with each fact a Certainty Factor (CF), which represents a
degree of belief in the fact.

• -1 means the fact is false

• 0 means no information is known about the fact

• 1 means the fact is known to be true

MYCIN combines two identical OAV triplets into a single OAV triplet with a combined
uncertainty, computed as:

Uncertainty = (CF1 + CF2)� (CF1 ⇤ CF2)

For a logical rule the calculation of uncertainty is described as follows:

CF (P1orP2) = max(CF (p1), CF (p2))

CF (P1andP2) = min(CF (p1), CF (p2))

CF (notp) = �CF (P )

For example, suppose we have the following rule, IF

1. The person is walking, and

2. the person has a gun, and

3. the person starts to shoot.

THEN, there is the suggestive evidence (0.7) that the identity of the person is a hunter.
This can be written in terms of posterior probability:

P (H|C1 \ C2 \ C3) = 0.7
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where the Ci corresponds to the three patterns of the antecedent.

P (H 0|C1 \ C2 \ C3) = 0.3

For example, ten pieces of evidence might produce a MB = 0.955 and one disconfirming
piece with MD = 0.899 could then give:

CF = 0.955� 0.899 = 0.056

The definition of CF was changed in MYCIN in 1977 to be:

CF =
MB �MD

1�Min(MB,MD)

This softens the e↵ects of a single piece of contradicting evidence that is combined with
many confirming pieces of evidence. Under this definition with

MB = 0.955,MD = 0.899,

CF =
0.999� 0.799

1�min(0.999, 0.799)
= 0.1

For example, given a logical expression for combining evidence such as:

E = (C1 AND C2) or (C3 AND NOT C4)

the evidence E would be computed as:

E = max[min(C1, C2),min(C3,�C4)]

for values:

C1 = 0.8, C2 = 0.6, C4 = �0.6, C5 = �0.2

the result is:

= max[min(0.8, 0.6),min(�0.6,�(�0.2)]
= max[0.6,�0.6]
= 0.6
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Then, there is suggestive evidence (0.7) that the identity of the person is a hunter.
Where the certainty factor of the hypothesis under certain evidence is:

CF (H,C) = CF (H,C1 \ C2 \ C3) = 0.7

and is also called the attenuation factor.

The attenuation factor is based on the assumption that all the evidence C1, C2 and
C3 is known with certainty. That is,

CF (C1, c) = CF (C2, c) = CF (C3, c) = 1

What happens when all the evidence is not known with certainty?
In the case of MYCIN, the formula CF (H, c) = CF (C, c)CF (H,C) must be used to
determine the resulting CF value since

CF (H,C1 \ C2 \ C3) = 0.8 is no longer valid for uncertain evidence.

For example, assuming:

CF (C1, e) = 0.6

CF (C2, e) = 0.7

CF (C3, e) = 0.3

Then,

CF (C, c) = CF (C1 \ C2 \ C3, e)

= min[CF (C1, e), CF (C2, e), CF (C3, e)]

= min[0.6, 0.7, 0.3]

= 0.3

The certainty factor of the conclusion is

CF (H, c) = CF (C, c)CF (H,C)

= 0.3 ⇤ 0.8
= 0.24

The CF formalism has been quite popular with expert system developers since its cre-
ation. This is due to its simple computational model that permits experts to estimate
their confidence in a conclusion being drawn.
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It permits the expression of belief and disbelief in each hypothesis, allowing the expres-
sion of the e↵ect of multiple sources of evidence.
It allows the knowledge base to be captured in a rule representation, while allowing

the quantification of uncertainty. Many systems, including MYCIN, have utilized this
formalism and have displayed a high degree of competence in their application areas.
Some studies have shown that changing the certainty factors or even turning o↵ the CF
reasoning portion of MYCIN does not seem to a↵ect greatly the correct diagnoses. This
revealed that the knowledge described within the rule contributes a lot more to the final
derived results than the CF values.

Dempster-Shafer

Ignorance means that there are some things in the environment of the surveillance
system that are just not known or cannot be sensed exactly. This means that the content of
the knowledge base includes all required information, which are necessary for the reasoning
process. For example, to stay on the topic of the sensing of object types, a sensing system
may be quite sure that the current object type is an ”animal”, but it may not be able to
tell if it is a dog, a cat or a horse. This form of ignorance is rather di�cult to represent
with Bayesian probability, which requires the hypotheses to be atomic. Also, within
Bayesian reasoning the condition automatically holds that in the case of low support of a
hypothesis A, support of the converse A = 1 � P (A) is automatically high, which is not
necessarily true in reality [58].
If a sensing system reports an object type is a ”dog” with a low probability, it will

not necessarily report high probability for all other types of the object. In this case,
the system knows nothing about the opposite of the hypothesis. The so-called theory
of evidence, or Dempster-Shafer theory, provides a more general model for belief that
overcomes the problems of the Bayesian approach.
Using the Dempster-Shafer theory, a basic belief mass m (or basic probability assign-

ment) is assigned to a proposition. A proposition is either a single element (elementary
proposition) or a set of elements from a given frame of discernment !. It contains all
valid propositions for a given real world interpretation. For example, A = {cat, dog}
would be a proposition, whereas B = {cat} would be an elementary proposition. To
assign the belief mass m to a set of propositions allows the representation and handling
of ignorance. Additionally, it is possible to support a proposition with a very low belief.
For example, we can support the proposition of A = {cat} with 0.3. This does not mean
that A is supported with 0.7. On the contrary, it is a non-commitment to the remaining
propositions of the frame of discernment. We are sure that it is unlikely that an object
type cat exists in the environment, but beside that it can be everything from the given
frame of discernment. So, the remaining belief of 0.7 is assigned to !. The overall belief
in a proposition A is determined as the sum of all evidence supporting the proposition:

Bel(A) =
X

B✓A

m(B) where B is the evidence

The belief Bel(A) gives a measure of the extent to which a proposition is definitely sup-
ported. However, the remaining evidence does not have necessarily disprove the proposi-
tion. A second measure, the plausibility Pl(A) of a proposition is determined to indicate
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the extent to which the given evidence fails to refute a proposition:

Pl(A) = 1� Bel(A)

Bel(A) and Pl(A) give an interval for the credibility of an object, with [1, 1] representing
absolute certainty and [0, 1] representing total ignorance. There is no definite support
for a proposition, but the proposition is a completely plausible belief assignment from
di↵erent independent sources m1 and m2 can now be combined using Dempster’s rule of
combination:

m1�m2(Z) =

P
X\Y=Z

m1(X).m2(Y )

1�
P

X\Y=�

m1(X).m2(Y )

To continue the example with object types, sensing system A gives the following belief
measures:

mA = ({cat, dog}) = 0.98

mA = ({horse}) = 0.02

This means, sensing system A is sure that the object type is either a cat or a dog. However,
it does not completely rule out the possibility of the object type being a horse. Sensing
System B gives the following belief measures:

mB({dog, horse}) = 0.7

mB({!}) = 0.3

System B is quite sure that the object type is a dog or horse. The system does not
support any further belief information, so the remaining 0.3 are assigned to the frame of
discernment. Combining the belief assignments m1�m2 gives revised belief assignments
to the propositions:

m1,2 = ({dog}) = 0.67

m1,2 = ({cat, dog}) = 0.29

m1,2 = ({horse}) = 0.02

For every proposition, the belief and plausibility measure can now be calculated:

Bel(AB) = ({dog}) = 0.67

Pl(AB) = ({dog}) = 0.67 + 0.29 = 0.96

Bel(AB) = ({cat, dog}) = 0.67 + 0.29 = 0.96

Pl(AB) = ({cat, dog}) = 0.67 + 0.29 = 0.96

Bel(AB) = ({horse}) = 0.02

Pl(AB) = ({horse}) = 1� 0.98 = 0.02
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The credibility intervals for the given propositions are:

{dog} : [0.67, 0.96]

{cat, dog} : [0.96, 0.96]

{horse} : [0.02, 0.02]

If the type of the object is known, but some attribute values are missing, default values
are usually used for reasoning. For a surveillance system, the default-value approach has
to be applied with care. While it is suitable for some attributes, there are also values
which cannot be substituted with a default when missing. Also, depending on the type
of the missing information, distinguishes how to deal with its absence.

Using default values:

Belief measures should not be confused with a probability measure. While probabilities
usually have some numerical base from which they are obtained, for example a number
of test runs to obtain a success rate, a belief is a purely subjective measure, similar to
a subjective probability. It is a reasonable assessment given by a knowledgeable agent,
without any numerical or statistical basis [58].

• Default value can be used if available.

• Default can be calculated from history values: Z-score.

• Default can be defined if from prior knowledge.

• A plausible value can sometimes be obtained with mathematical methods like
Dempster-Shafer theory.

A simple example can demonstrate this. Let us assume that the current speed of an
object is (8m/s), the initial distance to the front object is 10 meters and the speed of the
front object is unknown. After one second, the distance has decreased to 2 meters. Thus,
the speed of the front object can be derived as 6m/s [58].

Fuzzy Logic

Fuzzy logic is found to handle the concept of partial truth- truth values between ”com-
pletely true” and ”completely false”. It is the logic underlying the modes of reasoning
which are approximate rather than exact. Therefore, fuzzy logic [90] handles the problem
of representing the ambiguity of concepts. Suppose we have di↵erent speeds of people s
that are in an environment of a surveillance system. There are values in S which are not
high speed and there are values which are in the ranges between middle and high speed.
To each speed in the universe of discourse, we have to assign a degree of membership in
the fuzzy subset high speed. The easiest way to do this is with a membership function
based on the person’s speed. Then, every member is assigned a membership degree to S
from the interval [0, 1]. The membership function S of a fuzzy set is formally defined as:
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µH : S ! [0, 1]. In our example, we can define the membership function as follows:

highspeed(x) = {1, ifspeed(x) <= 10,

(20� speed(x))/10, if10 < speed(x) <= 20,

0, ifspeed(x) > 20}

If the system is providing the following values of speeds in the observation area (see
Table 6.1), then the degree of membership can be calculated:

Table 6.1: The speed’s values provided by the surveillance system

Object ID Speed Degree of Membership
O1 5 1
O2 11 0.9
O3 15 0.5
O4 19 0.1
O5 25 0

So given this definition, we would say that the degree of truth of the statement that
O3 has a high speed” is 0.5. Furthermore, if you have an event abnormal described as ”if
a person is running and shouting or shooting, then the system can detect an abnormal
state”. Consequently, using the fuzzy operators3, it is possible to detect a specific degree
of truth regarding the event is ”abnormal”:

• Union: The membership function of the union of two fuzzy sets C and D with
membership functions, is respectively defined as the maximum of the two individual
membership functions. This is called the maximum criterion (equivalent to ”OR”
operator).

• Intersection: The membership function of the intersection of two fuzzy sets C and
D with membership functions, is respectively defined as the minimum of the two
individual membership functions. This is called the minimum criterion, (equivalent
to ”AND” operator).

• Complement: The membership function of the complement of a fuzzy set A with
membership function is defined as the negation of the specified membership function.
This is called the negation criterion.

In the proposed example there is a degree of membership for every state exemplified as:

person(x) = 0.6

shooting(x) = 0.2

shouting(x) = 0.7

3www.doc.ic.ac.uk
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The answer to the statement ”if a person is running and shouting or shooting, then the
system can detect an abnormal state” would be,

abnormal(x) = person(x) AND (shooting(x) OR shouting(x) = 0.7)

abnormal(x) = Min(0.6) OR (Max(0.2, 0.7))

abnormal(x) = 0.6

So given this definition, we would say that the degree of truth of the statement that
abnormal(x) has a high speed” is 0.6. There are di↵erent membership functions that can
be used, e.g. Bell-shaped function, Gaussian function, triangular function and Trapezoidal
function [115].
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6.3.4 Simulation environment and parameter settings

For the feature extraction module, we developed a framework which was implemented
in C + + and OpenCV. OpenCV is an open source computer vision library from Intel.
The system has been tested in two scenarios: the first one is on the highway and the
second one is in a parking place. It is running under Linux version 2.6.24-22-generic,
Ubuntu 4.2.3-2ubuntu7, gcc version 4.2.3. The CPU used is an Intel(R), Core(TM) 2
Duo CPU 2.00 GHz, cache size is 2048 KB. The representative requirements for video
processing in our scenario are: the frame size of the camera is 640*480 pixels and frame
rate 30frames/sec. 24 test cases have been examined for the recognition of cars, dogs and
humans.

6.3.5 Performance results obtained and related comments

To compare the run-time behavior of the previous Semantic Web model and the Answer
Set Programming (ASP) approach, we performed several tests on an embedded platform
that will also be used in our case study project. We use Atom-based embedded boards as
example platforms. We tested all algorithms on pITX-SP 1.6 plus board manufactured
by Kontron4. The board is shown in Figure 6.8. It is equipped with a 1.6 GHz Atom
Z530 and 2GB RAM.
For Semantic Web, Protege5 as editor was used for the ontologies and Semantic Web

Rule Language (SWRL) rules. Jess6, Pellet7 and Jena8 as rule engines are used for
evaluating.
The Ontology Web Language (OWL) ontology and the knowledge base of ASP consist of

30 instances of video features and 18 instances of audio features. We defined 42 Semantic
Web Rule Language (SWRL) and SPARQL rules and 48 ASP rules.
We use iClingo9 as a solver of ASP [80]. It is an incremental ASP system implemented

on top of clasp and Gringo. iClingo is written in C and can be run under Windows and
Linux.
We measured the execution time of the Semantic Web implementation and the ASP

solver on our embedded platform. Table 6.2 shows an overview of the execution time. It
can be seen that the technology of ASP is far more suited for embedded operation than
the Semantic Web solvers. In our project, this means that the complex event detection
can be executed once or twice a second which enables the audio/video subsystem to
collect su�cient data for detecting complex events. The detection of di↵erent events
or situations has become an important topic in audio and video surveillance systems in
the recent years. In this work, we have demonstrated the advantages and disadvantages
of the most important technologies. We have also shown that the use of Answer Set
Programming (ASP) can significantly reduce the e↵ort needed to detect complex events
while obtaining the same level of quality in the detected events. ASP is expressive,
convenient and supports formal declarative semantics. We showed that ASP can be used

4http://www.kontron.com
5http://protege.stanford.edu/
6http://www.jessrules.com/
7http://clarkparsia.com/pellet/
8http://jena.sourceforge.net/
9http://potassco.sourceforge.net
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Figure 6.8: The pITX-SP hardware platform used in our tests

Semantic Web ASP
Average [s] 111 0.40
Minimum [s] 108 0.39
Maximum [s] 114 0.46

Table 6.2: Execution time measurements

to detect a large number of simple and complex events within a reasonable time frame that
allows real-time operation. We proved that ASP is an appropriate solution for complex
event detection systems in multi sensory networks with limited resources. In our future
work, we will use rule decision systems, which generate decision rules based on decision
tables. By using Rough-set theory and genetic algorithms, we integrate the generated
rules in ASP for detecting events where it is not possible to describe the related behavior.
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6.4 Summary

In Chapter 5 di↵erent approaches are proposed for the detection of complex events
in multimedia sensor networks, which can be either explicit or implicit. Explicit event
detection requires the definition of di↵erent rules and training, whereas implicit event
detection does not make use of any rules and creates the models automatically. Ontologies
can be used for rule based systems to:

• describe the relations between entities of the environment, the states and the rules
of the environment.

• help designing context models that represent, manipulate and access context
information.

The context information should include the spatial and temporal information to detect
short and long term complex events correctly. The first step in building a context model is
to specify the desired system behavior. For an interactive environment, this corresponds
to the environmental states defined in terms of the variables to be controlled by the
environment and predicates that this should be maintained as true (rules). For each state,
the designer lists a set of possible situations, whereby each situation is a configuration of
entities and relations to be observed. Although a system state may correspond to many
situations, each situation must uniquely belong to one state [116].
After building the context model, context reasoning extends context information im-

plicitly by introducing deduced context derived from other types of context. It is a perfect
solution to resolve context inconsistency and to make the inference over the defined rules
to detect complex events [117]. Usually, complex knowledge must be learned especially
with di↵erent procedural constructs and uncertainties. Such expert systems should be able
to integrate information of learning and reasoning methods for building robust universal
systems.



Chapter 7

Emotion recognition using human
voice features

Driver fatigue, stress and drowsiness cause tra�c accidents. Road accidents are more
frequent than accidents in other transportation modes (air, sea and railways). Safety can
be improved through the design of the vehicles and monitoring the behavior of the road
users. Research in surveillance systems in the frame of modern driver assistance systems
is increasing and the number of publications in the last 10 years has also been increased.
Driver monitoring plays a vital role in assessing, controlling and predicting the driver’s

behavior. The research concerning driver monitoring systems has been ongoing since
the 1980s [118]. Firstly, the requirements of acoustic emotion detection systems will
be explained. Then, uncertainty and its origins in emotion recognition systems will be
illustrated.
In this Chapter, a comprehensive solution based on the Bayesian Quadratic Discriminant

classifier (BQD) is developed. The developed system supports Advanced Driver Assistance
Systems (ADAS) to detect the mood of the driver based on the fact that aggressive
behavior on road leads to tra�c accidents. We use only 12 features to classify between 5
di↵erent classes of emotions. We illustrate that the extracted emotion features are highly
overlapped and how each emotion class is a↵ecting the recognition ratio. Finally, we show
that the BQD classifier is an appropriate solution for emotion detection systems, where
a real-time detection is deeply needed with a low number of features.

7.1 Basic concepts related to emotion and its involve-
ment in technical systems

The di↵erent types of emotion recognition and monitoring systems have been designed
with the aim of increasing human-machine interaction. Usually, those systems are used
for psychological analysis in clinics, robotic systems and ADAS.

7.1.1 What is emotion?

The word emotion includes a wide range of observable behaviors, expresses feelings, and
changes in the body’s state1.

1http://library.thinkquest.org
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Emotional states can be defined by a variety of changes in the chemical profile of the
body due to changes in the condition of viscera and by changes in the contraction of
various striated muscles of the face, throat, torso and limbs.

However, emotions are defined by alterations in the neural structures that cause these
changes and also other significant changes in the state of several circuits in the brain itself.
An emotion can be simplified as a specifically caused transient change in the condition of
the body.

Psychology science has a long focus on negative emotions and their e↵ects. Emotions
are characterized by the quality of their subjective experience, which usually can be de-
scribed as a counterpoint to cognition through various dimensions: direction (pleasant or
unpleasant), quality (content of experience or attention or rejection), extent of activation
and awareness. The intensity describes how much the person is excited. CE Izard (1981)
identifies three levels of behavior to describe emotions and to define subjective experi-
ences, the neurophysiological processes and observable behavior expressions. She assumes
that emotions have a physical, a mental and behavioral controlling component.

Negative emotions, such as fear or anger, are helpful in some situations. Thereby,
people have learnt to survive, recognize and avoid dangers. Stress also fulfills a useful
function as an active life requires a certain level of stress. Even Darwin supported his
theory of emotions through the observations of similarities in the emotional expressions of
humans and animals. His conclusion is based on the observation of people’s emotions from
di↵erent parts of the world and stated that the emotion-specific expression is universally
distributed.

Some psychologists have tried to subdivide emotions in categories. For example Wilhelm
Wundt, the great nineteenth century psychologist, o↵ered the view that emotions consist
of three basic dimensions, each one a pair of opposite states: pleasantness-unpleasantness,
tension-release and excitement-relaxation. However, this list has become more complex
over time.

Plutchik suggests that there are eight basic emotions grouped in four pairs of oppo-
sites: joy-sadness, acceptance-disgust, anger-fear and surprise-anticipation2. Figure3 7.1
illustrates a very basic example of four primary emotions and their related states.

A baby knows the feelings of anxiety in the womb before birth, because it has learned
to struggle, to move and suck its thumb. They do not know only their body. They know
the voice of their mothers and fathers, their favorite song and favorite music and know
the smell of their mother.

Unborn children can have experiences in the womb which make them later prone to anx-
iety. For example, if the mother is afraid of the father, a baby can feel this. Furthermore,
children can hear the rapid heartbeat and the loud voice of the father. This experience is
stored in the brain. After birth, the child falls into a torpor, when the father’s voice has
the same tone.

2http://library.thinkquest.org
3http://www.psychologyofmen.org/index.php?itemid=35
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Figure 7.1: A very basic example of four primary emotions and their related states

7.1.2 How far is emotion detection important in a variety of
technical systems?

The second class of approaches directly measures human physiological characteristics
but in an intrusive way by involving measurement systems such as the Electroencephalo-
gram (EEG) which monitors brain activities [119].
Figure4 7.2 shows an example of EEG. This is a procedure that records the brain’s con-
tinuous electrical activity by means of electrodes attached to the scalp.

Figure 7.2: Electroencephalogram (EEG) - a procedure that records the brain’s continuous
electrical activity by means of electrodes attached to the scalp

Other authors used an Electrocardiogram (ECG) which measures heart rate variation,
an Electrooculogram (EOG) which monitors eye movement and a skin potential level

4http://www.kernneuro.com/index-5.html
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measurement technique. [120]. These approaches are accurate but they need electrodes
that are attached directly to the human body.
And more recently, significant research has been focusing on developing non-intrusive

techniques. Generally, these non-intrusive approaches involve machine vision as an alter-
native to a direct measurement of physiological characteristics and they do not need any
cooperation from the human [121]. For emotion recognition applications, the machine
should be as intelligent as a human brain to sense emotions. Humans can recognize and
detect emotions by observing other people’s action, speech and body language. The men-
tal and physiological state is associated with a wide variety of feelings. When emotions
change, muscle properties in the face, voice and body change. Consequently, by observing
these muscle movements, human can analyze emotion.
Researchers have been studying several psychology aspects and computational aspects

of emotion. However, they have still no clear idea about how to estimate emotion and
how to di↵erentiate emotions from each other. According to psychology science, emotions
are classified into two models. The first one is discrete. This model categorizes emotions
as entities with names and descriptions. The second model is a continuous model [122].
Technical based emotion means the conceptual knowledge from the psychology is trans-

lated into features that help a machine to recognize emotions using machine learning
techniques. The most well known study on facial emotion recognition is the Facial Ac-
tion Coding Systems (FACS). These systems identify the changes in a facial image by
observing the facial muscles. For facial movement analysis, automatic classifiers for 30
facial actions (including the motions of blinking and yawning, as well as a number of other
facial movements) from the FACS have been classified by using machine learning [123].
The speaker emotion recognition techniques are mainly classified into three categories:

• The long term averages of the acoustic features, like pitch or spectrum representa-
tions.

• Speaker dependent based on the utterance based features.

• Neural network based approach.

A body gesture based emotion recognition system tracks the body and hands of the
subjects. It has been developed using di↵erent approaches. Furthermore, they observe
temporal series of the selected motion cues over time, depending on the video frame rate.
They apply several statistical moments to extract features that can be classified using
machine intelligence techniques [124].
Multimodal emotion recognition is also used by di↵erent researchers using facial expres-

sion, body gesture and acoustic analysis.

7.1.3 Why consider emotion detection as a particular event de-
tection?

Biometric surveillance is a technology which consists of several approaches that measure
and analyze human physical behavioral characteristics for authentication, identification
or screening purposes [125].
A facial thermograph is a technology which allows machines to identify certain emotions

in people, such as fear or stress. Therefore, emotion recognition systems could be used to
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identify if a suspect is nervous what might indicate that a suspect is hiding something,
lying, or worried about something. A thermograph or a thermal camera can also be used
to extract features from people’s faces.
An important application of emotion recognition systems is the specification of a driver

mode during driving to reduce the occurrence of accidents. Driver behavior is recognized
as one of the main factors in the cause of accidents. The National Highway Tra�c Safety
Administration (NHTSA) estimates that in the USA approximately 100,000 crashes each
year (resulting in more than 1,500 fatalities and 71,000 injuries) are caused primarily by
driver drowsiness or fatigue5. Therefore, it is important to control, record and monitor a
driver’s status during driving.
In some applications, it may not be an important process for computers to recognize

emotions, for example a surveillance system deployed in an airport. In some applica-
tions where computers take on a social role, such as an ”instructor,” ”helper” or even
”companion”, it may enhance their functionality to be able to recognize users’ emotions
[126].
In interactive learning systems the recognition of the user’s emotions helps computers

to become a more e↵ective tutor. Synthetic speech with emotions in computer ”agents”
could learn the user’s preferences through the users’ emotions.
Another application is to help the human to control their stress level. In clinical settings,

recognizing a person’s inability to express certain facial expressions may help experts to
detect early psychological disorders of patients [126].
In video surveillance systems emotions are important to support the reasoning process,

for example if there is a danger in the environment of the observation area. The detection
of the danger can be highly accurate if we relate the emotions of people with other features
that might be extracted from other sensor types.

7.2 The requirements of acoustic emotion detection
systems

Emotion detection systems gather participants’ emotions as well as proximity and pat-
terns of driver speech by processing the outputs from the sensors. The sensors of emotion
recognition systems should be low-cost, low-failure and should be connected in a feasible
way. Thus, the emotion detection system can be used to understand the correlation and
the impact of interactions and activities on the emotions and behavior of individuals.
The key objective of the following requirements is to develop and validate a robust

and low-cost non-intrusive system capable of reliably measuring all parameters needed
for recognizing the emotion of the driver during the driving process. Figure 7.3 shows an
overview of the requirements of human speech emotion recognition systems.

• Non-intrusiveness: The measurement systems must be non-intrusive, which
means there is no need of cooperation from the driver side.

• Robustness and Reliability: The audio surveillance system should be as reliable
as possible to recognize the driver’s state and robust to compensate sensor failures
(because of the noise).

5www-nrd.nhtsa.dot.gov/Pubs/TSF2005.PDF
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• Low-cost and Feasibility: The sensors selected for the emotion detection system
should be low-cost and should be connected in a feasible way.

• E�cient Inference Approach: E�cient reasoning approaches are required to be
exploited to extract high-level information from the available raw data of not always
accurate sensors embedded in mobile phones.

• Low-power Consumption: An e�cient system for this class of resource-
constrained device, especially in terms of power consumption, needs to be
devised.

• Easily Programmable: The emotion detection system should be easy to program
and customize for di↵erent types of experiments regarding the change of require-
ments.

Figure 7.3: The overall requirements of human speech emotion recognition systems

7.3 Origin of uncertainty in human voice based emo-
tion detection systems

Uncertainty can be handled in video surveillance systems and audio surveillance systems
using similar approaches.
There are di↵erent types of uncertainty. The first type is uncertainty in prior knowledge,

e.g. some causes of an event are unknown and are not represented in the knowledge base
of the audio surveillance system. Another type is uncertainty in the model, e.g. models
could be e↵ected by noise and the noise is possibly represented in the model. Therefore,
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the model has a margin of error where the decision is not always true. Finally, there is
uncertainty in perception, e.g. sensors do not return exact or complete information about
the world; a system never knows its position exactly.
Now, there is a major question to be asked: How does one deal with uncertainty in audio

surveillance systems? The answer consists of two main approaches; the implicit approach
and the explicit approach. In the implicit approach we can deal with uncertainty by
building procedures that are robust to uncertainty. The explicit approach deals with
uncertainty by building a model of the world to describe uncertainty about its state,
dynamics and observations. Then, we reason the e↵ect of actions given the model.
The di�culty in emotion recognition in people’s audio streams is the lack of an a↵ect-

related semantic and syntactic knowledge base. There are di↵erent forms of uncertainty
related to emotion detection [127]:

• It is quite di�cult to define what emotion means [128].

• Long-term and short-term transitions of emotional states [129].

• How to determine the features that influence the recognition of emotion in speech
[130]?

• Which classifiers must be used [131]?

It is still a major challenge to detect emotions through acoustic emotion detection systems
because of the di↵erent resources of uncertainty [132] [133], e.g.

• Sickness

• Language

• Noise

• Ambiguity in emotional keywords

Usually, it is possible to reason uncertainty using three types of uncertainty. These are
default reasoning, worst-case reasoning and probabilistic reasoning. By default reasoning
we assume that the world is fairly normal. Abnormalities are rare. Therefore, an agent
assumes normality, until there is an evidence of the contrary.
Worst-case reasoning is exactly the opposite of default reasoning. The world is ruled

by Murphy’s Law which means that uncertainty is defined by sets, e.g. the set possible
outcomes of an action, the set of possible emotions in a continuous form of speaking.
The surveillance system assumes the worst case and chooses the actions that maximizes
a utility function in this case.

In probabilistic reasoning, we assume that the world is not divided between ”normal”
and ”abnormal”, nor is it adversarial. Possible situations have various likelihoods (prob-
abilities). The agent has probabilistic beliefs, pieces of knowledge with associated proba-
bilities or ”strengths.” Through this it chooses its actions to maximize the expected value
of some utility function. The previous types are comprehensively explained in Chapter 4.
In the frame of facial emotion detection surveillance systems, face recognition is the

first step in many human-computer interaction systems, e.g. expression recognition and
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cognitive emotional state recognition. For example, in order to detect the emotions of
the driver’s face in ADAS, the driver’s face must be detected first. In ADAS the emotion
of the driver can be detected using facial or acoustic features or both. The origins of
uncertainty for face detection are:

• The rotation of the face or frequent movements of the face up and down.

• The presence of beard, mustache, glasses etc.

• Occlusions because of long hair or hands.

• In-plane rotation.

Other origins can be considered in the size of images, lighting conditions, distortion, noise
and the compression of images after capturing.

7.4 General limitations of the related state-of-the-art
in human voice based emotion detection

In the field of ADAS, there are di↵erent types of driver monitoring systems in the first
stages of this research. Researchers developed an approach to driver monitoring systems
based on inferring both the driver’s behavior and state from the observed or measured
vehicle performance.
However, these approaches are strongly depended upon vehicle conditions, e.g. steering

wheel movements, vehicle lateral position, lane change, speed variability, breaking, gear
changing and reaction time [134], and road conditions, e.g. quality of lane markings,
alternate lane markings during road repairs, as well as on environmental conditions, e.g.
shadow, rain and night vision [135].
The main limitation is that they cannot help assessing the mood, the emotion and

the stress state of the driver. These drawbacks have drawn the researcher’s interest to
monitoring the driver’s behaviour directly. Thus, a second set of approaches has been
created that directly measure the driver’s physiological characteristics but in an intrusive
way by involving measurement systems such as the Electroencephalogram (EEG), which
monitors brain activities [136]; the Electrocardiogram (ECG), which measures heart rate
variation; the Electrooculogram (EOG) which monitors eye movement; the skin potential
level measurement techniques, etc.
In the field of emotion recognition systems, many researchers used Gaussian Mixture

Model (GMM), Support Vector Machines (SVM), Multilayer Perceptron (MLP), and
decision trees [137] [138] [139]. Furthermore, a base-level classifier may not perform well on
all emotional states. For example, a GMM-based classifier may fail to correctly recognize a
neutral emotion, while the MLP-based classifier shows its superiority on neutral emotion
recognition. SVM can also fail because of the mix between the extracted features for
di↵erent types of emotions.
Other researchers used hyper classifiers together [132] [137]. Three classifiers consisting

of GMMs, SVMs and MLPs obtained results that do not show a high improvement in
emotion detection in relation to other works in this field. Those approaches use over 30
features for emotion recognition in human speech [140] [141] [142].
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In our approach we use only 12 features to classify between 5 types of emotion: afraid,
normal, sad, angry and happy. Although for driver monitoring in ADAS the emotions
normal, angry and happy could be the most important.

7.5 Specific limitations of the state-of-the-art of hu-
man voice based emotion detection while consid-
ering uncertainty

Regarding emotion recognition in emotion detection systems, there are di↵erent ways
to handle uncertainty. Well known approaches are the probabilistic approaches for facial
emotion recognition in video sequences. Typically, these probabilistic approaches have
two main steps.
The first step is the selection of the representative features from the raw video that

are extracted from references videos. The second is the use of the collected samples as
centers for probabilistic mixture distributions for the tracking and recognition process.
Probabilistic approaches allow a systematic handling of uncertainty.
The authors in [143] use a distance function d to measure the uncertainty in a recognition

process. It assures at the same time that enough exemplars for a successful recognition
under a variety of conditions are generated.
However, there are di↵erent origins of uncertainty in the frame of facial recognition.

These typically arise due to the variations in the conditions of capturing the face images
of a person as well as the variations in the personal information such as age, race, sex,
expression or mood of the person at the time of capturing the face image. Authors in the
fields of the fuzzy-geometric approach and symbolic data analysis for face recognition are
considered for the modeling of uncertainty of information about facial features [144].
Another approach is the use of conditional regression forest. The regression forest learns

the relations between facial image patches and the location of feature points from an entire
set of faces.
In general, regression forests learn the probability over the parameter space given of a

face image from the entire training set, where each tree is trained on a randomly sub-
sampled training set to avoid over-fitting. The authors [145] are handling uncertainty by
seeking to maximize the discriminative power of the tree. By maximizing the power of
the tree, the class uncertainty for a split is minimized [145].
With reference to acoustic features, the speech of human is not a stationary signal. It

has properties that change over time. Therefore, a single representation based on all the
samples of a speech utterance is generally not robust to recognize emotions.
Instead, researchers define a Time Dependent Fourier Transform (TDFT) and Short-

Time Fourier Transform (STFT) of speech that changes periodically as the speech prop-
erties change over time. The STFT is a fourier-related transform used to determine the
sinusoidal frequency and phase content of local sections of a signal as it changes over time
[146].
Authors in [147] built a Minimum Mean Square Error (MMSE) log-filterbank energy

estimator for environment-robust automatic speech recognition. However, MMSE estima-
tors of non-linear speech transformations are better as they combine MMSE with MFCC
to reduce noise for robust speech recognition [148].
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Figure 7.4: Uncertainty decoding for human speech noise reduction [149]

Furthermore, the combination between uncertainty propagation with observation un-
certainty techniques can be applied to a realistic realization of robust distributed speech
recognition to improve recognition robustness [149].
Figure 7.4 shows the concept of uncertainty decoding for human speech noise reduction.
The disadvantage of their approach is that it increases the computation time.
The main disadvantages of the previous approaches are that they have a high computa-

tional time. The noise reduction approaches can e↵ect the quality of features needed for
emotion recognition. Even filtering out the ambient noise su↵ers from the same problem.
Generally, acoustic based detection systems can perform well without noise. However, in
the case of noise reduction it can a↵ect the quality of low-level features.
The previous illustration considered the acoustic uncertainty in the level of features ex-

traction. Uncertainty management concepts and their limitations are discussed in Chapter
4 in details.

7.6 Case Study: a real-time emotion detection sys-
tem for advanced driver assistance systems

In this section, an overall architecture of the emotion detection system will be proposed.
The Berlin emotional speech database is used to classify discrete emotions. This publicly
available database is one of the most popular databases used for emotion recognition, thus,
facilitating comparisons with other works. Ten actors (5m/5f) each uttered 10 everyday
sentences (five short and five long, typically between 1.5 and 4 s) in German; sentences
that can be interpreted in all of the seven emotions acted. Further, the raw database
is evaluated by a subjective perception test with 20 listeners. In total, we extracted 12
features from each sample:

• The minimum, the maximum, the mean and the median of the energy.

• The minimum, the maximum, the mean and the median of the pitch of the signal.

• The minimum, the maximum, the mean and the median of the Mel-Frequency Cep-
stral Co�cient (MFCC) of the signal.

To extract the features, we used the statistical moments (minimum, maximum, mean
and median) of 3 features (MFCC, Pitch and energy) and then for the classification,
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Class Class symbol
afraid 1
normal 2
angry 3
sad 4

happy 5

Table 7.1: The defined classes of the proposed emotion recognition system

we used a Bayesian Quadratic Discriminant (BQD) classifier. In this demo and this
research question, the aim is to show that a speech emotion recognition system will be
useful to understand the state and emotions of a driver to increase safety and control the
car autonomously. Table 7.1 shows defined classes of the proposed emotion recognition
system.

7.6.1 Overall systems requirements

The designed system considers drivers of vehicles. Usually, during recording their voices
using audio sensors, like a microphone. The recorded data may be a↵ected by noise due
to the weather conditions or any other disturbances. For the reduction of the noise a filter
operation is performed with a high pass filter.
Furthermore, during driving the engine causes a noise that has to be separated from

the driver’s voice. Also, the voice of the driver has to be separated from the voices of
other persons during driving. Therefore, the system performance can be highly a↵ected
by noise and thus, the driver’s voice has to be identified.
The voice mixture contains the co-passengers voice, the motor or vehicle noise, the

environmental noise, the entertainment system voice along with the driver’s voice. The
only prior knowledge we have is the ”driver voice”. So we should find a method that is
capable of using only this knowledge and separate the driver’s voice from the mixture of
voices.
In a driving situation, with this prior knowledge (driver voice), the GMM based voice

separation technique and non-negative features based technique can be used to separate
the driver’s voice.
In the GMM model parameters (the covariance matrices and the prior weights, are

estimated by using training samples from the each speaker or source.
The GMM is used to characterize the speaker’s voice by a set of acoustic classes. In

GMM a group of speaker can be chosen and using GMM the posterior probability can be
calculated. The speaker with maximum probability is the identified speaker.
The use of Support Vector Machines (SVM) is one of the most popular techniques in

speaker recognition. SVM requires training data for both the speaker and others. SVMs
are used for recognition of both discrete and continuous emotions. While support vector
classification finds the separation hyperplane that maximizes the margin between two
classes, support vector regression determines the regression hyperplane that approximates
most data points with precision. The SVM implementation is adopted with the Radial
Basis Function (RBF) kernel employed.
The design parameters of a SVM are selected using training data via a grid search on a
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base logarithmic scale. According to literature, a SVM performs better than the existing
speaker recognition techniques [150].
Additionally, the designed system has to consider that the measurement system must be

non-intrusive, which means there is no need of cooperation from the driver. Also, it has
to be cost e↵ective and capable of running on embedded platforms. Real-time response is
very important because during driving, a simple delay in the ADAS can cause a horrible
accident.

7.6.2 System engineering details

Systems engineering techniques are used to ease the design of complex systems. The
proposed emotion recognition system has di↵erent system engineering requirements. Dur-
ing the development of the emotion recognition systems the following tools and methods
have been used to better comprehend and manage complexity in systems:

• System Architecture: The conceptual model that defines the structure of the
emotion recognition system is built for the specification of the behavior of the system
and the desired output of the system.

• Optimization: The optimization is applied in the emotion detection system to find
the best feature space that can increase the performance of the system and decrease
the complexity.

• System Analysis: The main advantage of system analysis is the specification of
challenges for every step of the design. Regarding the emotion recognition system
the noise has the major challenge. During driving the engine causes a noise that
has to be separated from the driver’s voice. Furthermore, the voice of the driver
has to be separated from the voices of other persons during driving. Therefore, the
system performance can be highly a↵ected by noise and thus, the driver’s voice has
to be identified.

• Performance Analysis: In signal detection theory, a Receiver Operating Char-
acteristic (ROC), or simply ROC curve, is a graphical plot which illustrates the
performance of a binary classifier system as its discrimination threshold is varied.
It is created by plotting the fraction of true positives out of the positives vs. the
fraction of false positives out of the negatives at various threshold settings6. The
ROC curve is used to measure the overall performance of the recognition system.

The previous steps helped to design the emotion recognition system with respect to the
di↵erent challenges in the frame of ADAS where the real-time response of the system is
the major requirement.

7.6.3 System training concept and involvement of the Berlin
Database of Emotional Speech (BDES)

Below is an explanation of the Berlin Database of Emotional Speech (BDES)
The Berlin emotional speech database is developed by the Technical University, Institute

6http://en.wikipedia.org
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for Speech and Communication, Department of Communication Science, Berlin. It has
become one of the most popular databases used by researchers on speech emotion recog-
nition. Thus, facilitating performance comparisons with other studies. 5 actors and 5
actresses have contributed speech samples for this database. These mainly consist of 10
German utterances, 5 short utterances and 5 longer ones and recorded with 7 kinds of
emotions: happiness, neutral, boredom, disgust, fear, sadness and anger. The sentences
are chosen to be semantically neutral. Therefore, they can be readily interpreted in all
of the seven emotions simulated. Speech is recorded with 16 bit precision and 48 kHz
sampling rate (later down-sampled to 16 kHz) in an anechoic chamber[151] [152].
The training phase of the system consists of the following steps:

1. Download the emotion sentences from the o�cial database of BDES.

2. Sort the sentences with respect to every emotion type.

3. Create folders for every emotion type.

4. Extract the features from every emotion type.

5. Save the features in a specific format.

6. Apply di↵erent classifiers and check the performance with respect to di↵erent feature
spaces. The feature spaces have been defined based on statistical analysis and
principal components analysis.

The prototype of the system is written in MATLAB7. MATLAB (matrix laboratory) is
a numerical computing environment and fourth-generation programming language. De-
veloped by MathWorks8, MATLAB allows matrix manipulations, plotting of functions
and data, implementation of algorithms, creation of user interfaces, and interfacing with
programs written in other languages, including C, C++, Java, and Fortran.
The signal processing toolbox of MATLAB is used for training and PRTools9 is used for

classification. PRTools is a Matlab Pattern Recognition Toolbox for representation and
generalization.
Signal processing toolbox provides industry-standard algorithms for analog and Digital

Signal Processing (DSP). It can be used to visualize signals in time and frequency do-
mains, compute FFTs for spectral analysis, design FIR and IIR filters, and implement
convolution, modulation, resampling, and other signal processing techniques. Algorithms
in the toolbox can be used as a basis for developing custom algorithms for audio and
speech processing, instrumentation and baseband wireless communications10.

7.6.4 Feature extraction concepts

Features are extracted from the real-time data by performing time and frequency do-
mains algorithms. These algorithms extract temporal and spectral features. These fea-
tures are extracted based on the amplitude and spectrum analyzer of the audio data.

7http://www.mathworks.de/products/matlab/
8http://www.mathworks.de/
9http://prtools.org/

10http://www.mathworks.de/products/matlab/



CHAPTER 7. EMOTION RECOGNITION USING HUMAN VOICE FEATURES 125

After windowing, we performed the feature extraction methods for estimating the acous-
tic features that are mostly used in emotion detection.

Short Time Energy (STE)

The size of a signal is important for di↵erent applications. We define the signal energy
as the area under the squared signal [153].

STE =
1

N

N�1X

n=0

|X(n)|2

Where N describes the total number of samples in a frame or a window, X (n) is a speech
signal in a frame.

Pitch Extraction

Fundamentally, this algorithm exploits the fact that a periodic signal, even if it is not
a pure sine wave, will be similar from one period to the next. This is true even if the
amplitude of the signal is changing in time, provided those changes do not occur too
quickly. A pitch detector is basically an algorithm which determines the fundamental
period of an input speech signal. Pitch detection algorithms can be divided into two
groups: time-domain pitch detectors and frequency domain pitch detectors [154]. Figure
7.5 shows the frequency vs. the pitch11.

Figure 7.5: The frequency vs. the pitch

The frequency domain pitch detector uses the cepstrum method. This separates the
spectral envelope and finds structure by an inverse fourier transform of the log-power

11http://www.cs.indiana.edu/ port/teach/641/hearing.for.linguists.Feb27.07.html
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spectrum or it can use a histogram for harmonic components in the spectral domain. In
the time domain, the correlation based pitch detection uses average magnitude di↵erential
function (AMDF) for a speech or residual signal for periodicity detection or the pitch
can be calculated based on the center and peak clipping for spectrum flattering and
computation simplification. Additionally, the pitch cab detected using a zero-crossing
count method applies an iterative pattern in a waveform zero-crossing rate.

Mel Frequency Cepstral Co�cient (MFCC):

MFCC is the most widely used spectral representation of speech. MFCC is based on
human hearing perceptions which cannot perceive frequencies over 1000Hz or 1KHz. In
other words, MFCC is based on known variation of the human ear’s critical bandwidth
with frequency. MFCC has two types of filter which are spaced linearly at low frequency
below 1KHz and logarithmic spacing above 1KHz [155] [156]. Steps:

1. Fast Fourier Transform (FFT): In order to analyze the audio data in the fre-
quency domain, fourier transform is applied to the input signal. Fourier transform
can be used using various methods like Discrete Fourier Transform (DFT) and Fast
Fourier Transform (FFT). FFT has the advantage of quickly generating results.
When the input data is divided into frames, the values of each frame are converted
into frequency domain using FFT. For the frequency domain algorithms, as the win-
dow size changes, the execution time and memory requirements also change [157].

2. Mel-scaled Filter Bank and Log Processing: The frequency range in the FFT
spectrum is very wide and a voice signal does not follow the linear scale. The
magnitude of the filter frequency response is used to get the log energy of that
filter. Here, a set of 20 triangular bandpass filters are used. Each filter’s magnitude
frequency response is triangular in shape and equal to unity at the center frequency
and decreases linearly to zero at center frequency of two adjacent filters [157]. The
sum of the filtered spectral components is the output of each filter.

3. Discrete Cosine Transform (DCT): A Mel-Frequency Cepstral Coe�cient
(MFCC) is obtained by the conversion of the log Mel spectrum back to time
domain. The set of coe�cients are called acoustic vectors. Therefore, each input
utterance is transformed into a sequence of acoustic vector. Conversion of the Mel
spectrum coe�cients into the time domain sing the DCT is possible as they are
real numbers [157].

4. Delta Cepstral and Delta Energy Over time, features related to the change in
cepstral features can be added. 12 cepstral features, 13 delta or velocity features
and 13 double delta or acceleration features, i.e. a total of 39 features are used [157].

MFCC is the most widely used spectral representation of speech. MFCC parameters
are calculated by taking the absolute value of the FFT, warping it to a Mel frequency
scale, taking the DCT of the log-Mel spectrum and returning the first 13 coe�cients.
The function requires the following parameters: signal, sampling frequency, window type,
number of coe�cients, number of filters in the filter bank, length of a frame and the frame
increment.
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7.6.5 Classification concept: Bayesian Quadratic Discriminant
Analysis

ML method is used to estimate the unknown probability distribution function. For
instance, supposeP (x|!1, ✓)is the likelihood function with an unknown parameter (✓),
the ML method estimates the unknown parameter so that the ML function maximizes.
Suppose the following function is the log-likelihood function [158].

L(✓) = lnP (x|!1; ✓)

So we take the first derivative with respect to the maximum ML of ✓ which is related to
zero value of the first derivative:

d(L(✓))

d(✓)
= 0 �Max L

In our case, the mean µi and the covariance matrix
P

i are the unknown parameters
for the class conditional PDF, by using MLe estimatêI14 i and

P
i for each class as:

µiML =
1

N

NX

k=1

xik

Quadratic discernment function:

µiML =
1

N

NX

k=1

(xik � µi)(xjk � µj)

Let g1(x) and g2(x) be the cost function of classes !1,!2 so x is classified to !1 if:

g1(x) > g2(x)

The decision surface which separates the two regions is:

g1(x)g2(x) = 0

In our case, the cost function:

g(x) = �1

2
(x� µi)

T

�1X

i

(x� µi)�
1

2
log(|

X

i

|) + log(P (!i))

The decision boundaries are hyper-ellipses or hyper-paraboloids (quadratic) as shown in
2(a) and 2(b).
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Figure 7.6: The decision boundaries 3D

Table 7.2: The obtained results using three emotions (sad, angry and normal) using BQD

Normal Sad Angry Total
Training Set 69 52 117 238
Test Set 10 10 10 30

False Positive 1 1 2 4
Detection Ratio 90% 90% 80% 86,67%

7.6.6 Experimental setup, performance results obtained and re-
lated comments

In the recent results of speech emotion recognition systems, researchers in [6] use 37
features of the voice streams. They classify 6 types of emotions, their total accuracy
was 74% based on a combination of a Support Vector Machine (SVM) and a Rough Set
theory and 77,91% based on SVM only. The recognition rates of a normal emotion is
90,50%, an anger emotion is 86% and sadness is 66%. In [11], the number of features
is between (30-52), using Berlin database features of the voice streams. They classify 7
types of emotion, their total accuracy was 91.6% based on a Speaker Normalization (SN)
and Linear Discriminant Analysis (LDA). The recognition rate of a normal emotion is
77%, an anger emotion is 82% and sadness is 92%.

In [7], authors use 4 statistical moments (mean, maximum, minimum and standard
deviation) of 13 features. They classify 4 types of emotion (hot anger, cold anger, neutral
and sadness). Their total accuracy was 87% based on a SVMs. In our case study, we use
only 12 features to classify between 5 types of emotions based on a Bayesian Quadratic
Discriminant Classifier. For an ADAS system, we focus on the 3 classes (sad, normal and
angry), because they are strongly related to the representation of the drivers’ behavior.
Here, we present the experimental results after using di↵erent combinations of emotion
classes. We use a Bayesian Quadratic Discriminant and Berlin database of emotional
speech. For feature extraction, the statistical moments (minimum, maximum, mean and
median) of 3 features (MFCC, pitch and energy) are extracted.

Table 7.2 shows what we used for training (69 voice files for normal, 52 for sad and
117 for angry) and for testing (10 for normal, 10 for sad, 10 for angry). 90% of normal
and sad signals are correctly classified and 80% of angry. Therefore, 86.67% was the total
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Table 7.3: The obtained results using three emotions (happy, sad, angry and normal) using
BQD

Happy Normal Sad Angry Total
Training Set 60 69 52 117 298
Test Set 10 10 10 10 40

False Positive 7 1 1 3 12
Detection Ratio 30% 90% 90% 70% 70%

Table 7.4: The obtained results using three emotions (fear, sad, angry and normal) using BQD

fear Normal Sad Angry Total
Training Set 60 69 52 117 276
Test Set 9 10 10 10 39

False Positive 6 1 3 12 22
Detection Ratio 33.33% 93.33% 91% 84% 80%

result of our classifier.
Table 7.3 shows the influence of the fear emotion when it is added to the clas-

sification in general and to the training set of this class. We retrained the QBD
classifier and then we used the following test data (9 of fear, 10 of normal, 10 of
sad, 10 of angry) to obtain the following results, 6 of 9 afraid voices where false
positives, which forms 33.33% of success. This result is low because of the lack of
training data (60 only) but the positive side of this experiment is that the recogni-
tion ratio of (normal, sad and angry) emotions is increased to 93.33%, 91.66% and 84.32%.

Table 7.4 shows the influence of the happiness emotion when it is added to the classifi-
cation in general and to the training set of this class. We retrained the QBD classifier and
then we used the following test data (10 of happy, 10 of normal, 10 of sad, 10 of angry).
We obtained the following results, 7 of 10 happy voices are false positives, which forms
30% of success. This low detection ratio is because of the low number of training sets.
We also realize that the recognition ratio decreased (70%) for the angry class, while no
change occurred to sadness and normal classes.
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7.7 Summary

Speech emotion recognition system will be useful for understanding the state and emo-
tions of a driver. In this work, we come to know that the acoustic information could
help to increase the performance of ADAS. However, we have shown that the usage
of Bayesian Quadratic Discriminant classifier enables a real-time processing with a low
amount of features (12 features). We are able to reduce the calculation cost whilst keeping
a high recognition rate. In our future work, we will perform the evaluation over di↵erent
databases to check the robustness of the algorithms and to see the scalability of the algo-
rithms. Furthermore, this work can be extended in the direction of reducing the acoustic
noise.



Chapter 8

Conclusions and future research
directions

Autonomous event detection and recognition is an e↵ective approach to reduce the costs
of monitoring all over the world. The population has experienced a continuous growth
in the last 100 years. Video surveillance systems play an important role in our daily life.
New approaches and modern developments are required to reduce risk, increase the safety
of society and decrease the costs of monitoring.
In video/audio surveillance systems, weather and environmental conditions can

significantly influence the event detection processing performance. The most challenging
issue in intelligent video surveillance systems is that all parts of the system should work
under any conditions. For a robust and real-time complex event detection in surveillance
systems, we need a high performance processing and event detection system. Computing
huge amounts of visual information for extracting meaningful data and features needs a
special/appropriate approach that can run on embedded platforms.

Chapter 1 addressed the following: the motivation and the general context of this work,
a short description of the research questions and objectives of the thesis, the overall
research methodology, the scientific and practical significance and contributions of the
thesis, a comprehensive summary of the major innovative contributions of the thesis, a
list of publications in the frame of this work and finishes with the organization of the
thesis.
The first major contribution is concerned with the identification of the relevant re-

quirements of video/audio based surveillance systems. The major functional, design and
performance requirements to build a successful surveillance system are defined.
The state-of-the-art technologies, tools and algorithms have been illustrated and

the limitations of these approaches have been evaluated. Chapter 2 answered the question:

1. What are the major functional, design and performance requirements of
video-audio based surveillance systems and what are the limitations of
the state-of-the-art?

Regarding the functional requirements, modern video surveillance systems are us-
ing network cameras that give them ability to create and maintain an e↵ective and
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reliable IP surveillance system. They are cost e↵ective solutions where users can
build a high performance and a scalable wired or wireless IP video surveillance sys-
tem. Furthermore, they support the system through spatio-temporal event detection
functions to verify the previous discussed requirements in question 1.

When choosing an optimal design for a video surveillance system, it requires the use
of a mix of di↵erent camera types. Hybrid Network Video Recorders (NVR) and
Digital Video Recorders (DVR) support IP cameras and are directly connected to
analog cameras. This provides simplicity and reliability.

A data warehouse is a database that can be used for reporting and data analysis.
It is a central repository that is created by integrating data from multiple disparate
sources (audio or video). The major disadvantage of a data warehouse is that it can
be costly to maintain which becomes a problem if the warehouse is underutilized.

The performance requirements of surveillance systems are di�cult to achieve be-
cause of the trade o↵ between the di↵erent requirements.

The main problem with a high recognition rate is that it could require a
high power consumption because of the high computation time. Therefore,
the design of recognition concepts has to be as accurate as possible and cost
e↵ective to run on embedded platforms. Chapter 2 gave the answers to the question:

2. What are the major methodological approaches for each of the
requirements groups of Q1? How far do their satisfactorily solve or not
solve the requirements with respect to their limitations?

Spatio-temporal reasoning is one of the most important challenges in visual event
detection systems. Many events and video understanding requires the temporal
entities to decide on a specific complex event. Di↵erent types of events need a
temporal sequence to be recognized, especially in the frame of middle and long term
event detection.

The major requirements for real-time reasoning and reasoning under uncertainty
have also been considered. Most existing state-of-the-art methods for event/object
recognition are model based systems that are expensive computations to run on tiny
embedded platforms.

Another challenge is that the detection of objects in a fast computation time is
also needed, e.g. in ADAS the driver has no time to think if a dangerous situation
occurs.

Reasoning about context based on context ontology supports the representation of
both ontological and probabilistic knowledge; we could construct a context knowl-
edge base for the application domain. Reasoning about context information in the
domain is supported by three types of reasoning mechanisms: ontological reasoning,
rule-based reasoning and Bayesian reasoning.

Chapter 3 has addressed an overview of the following: all existing context models,
their classification and the specificity of the spatio-temporal ones, the meaning of
knowledge representation, the importance of knowledge representation, ontologies
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in relation with context models, the general requirements for ontology based
context models, the limitations of context modeling approaches, the meaning
of reasoning, the requirements for spatio-temporal reasoning, the limitation of
reasoning systems and context modeling approaches. Chapter 4 has suggested the
requirements of a spatio-temporal context modeling and answered the question:

3. What are the requirements of a) spatio-temporal context modeling
and related ontologies, b) spatio-temporal reasoning (short term), c)
spatio-temporal (long term), d) real-time spatio-temporal reasoning and
e) spatio-temporal reasoning under uncertainty?

The media streams in multimedia sensor networks are often correlated. The system
designer has di↵erent confidence levels in the decisions obtained. There is a cost in
obtaining these decisions which usually includes the cost of a sensor, its installation
and maintenance cost, the cost of energy to operate it and the processing cost of
the stream. Complex event detection on probabilistic data can be divided into two
types:

• Local uncertainty: If an event detection is only concerned with the uncertainty
of the entity object itself and is independent from other objects entities.

• Global uncertainty: Whether an object entity satisfies a detection condition
depending on other objects or entities.

Vagueness or ambiguity because of the low quality of low level features in a surveil-
lance system are sometimes described as ”second order uncertainty,” where uncer-
tainty is even about the definitions of uncertain states or outcomes.

In video surveillance systems, two main types of uncertainty have been considered:
uncertainty in the inference processes and uncertainty in the data of a sensor’s
perception caused by weather, fusion or noise coming from sensors.

There are di↵erent approaches regarding uncertainty in video surveillance systems.
The most famous concepts use Monte Carlo simulations and Bayesian networks.

The recent literature scientists di↵erentiate between various types of uncertainty, e.g.
subjective uncertainty, objective uncertainty, epistemic uncertainty and ontological
uncertainty. In another taxonomy, uncertainty is classified based on the approach
used to measure it . In Chapter 4, we considered the major types of uncertainty
and the taxonomies of uncertainty in details.

The presented work pays tribute to this fact by investigating the major types
of imprecision that can occur in surveillance systems and by discussing their
uncertainty on the decisions made. The integration of di↵erent methods for
handling imprecision in the decision process is shown. The following questions are
answered:

4. What is uncertainty? What are the di↵erent forms of its occur-
rence in relation to di↵erent sensor types and functions? What are
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the di↵erent dimensions of uncertainty ? How does the state-of-the-
art cope with di↵erent dimensions of uncertainty in surveillance systems?

To cover the limitations mentioned in the state-of-the-art in Chapter 4, Chapter 5
has proposed di↵erent designs for di↵erent context models for audio/video surveil-
lance systems. The first one is built based on the frame of ontology web rule language
and Semantic Web rule language.

The second model design is based on the basics of knowledge representation models
originating from Answer Set Programming (ASP) as a reasoning environment.

The designed context models are spatio-temporal context models that allow the
identification of complex events with respect to spatial and temporal resolutions.
Another major contribution is the integration of scene description within an Answer
Set Programming (ASP) environment, to enable intelligent reasoning and decision
deduction.

Logic programming as a method to represent declarative knowledge in artificial
intelligence approaches has proved successful for other rule-based domains so far and
will also prove valuable to video/audio surveillance systems. While up to now the
computing power has not been available in smart cameras, today’s smart cameras
already provide a high computing resources, but they are expensive.

The representation of imperfect information in the context-model has already been
discussed in the first key question. The management of imperfect information within
the reasoning process will now be discussed.

Uncertainty handling is important for a high performance spatio-temporal reasoning
process. However, the main idea behind tackling imprecise information during the
reasoning process is demonstrated and the application of di↵erent approaches for
di↵erent types of imprecision is outlined with several examples.

This thesis has discussed the consideration of diverse uncertainty forms in the frame
of complex event detection through multimedia sensor networks. Uncertainty is the
state of having limited knowledge where it is impossible to describe exactly the
existing state or to predict the possible outcome.

Related approaches considering uncertainty in event detection are confidence func-
tions in a Boolean data type format, fuzzy modeling approach and Dempster-Shafer
approach. These use belief and plausibility functions to describe the reliability fea-
tures. In Chapter 5, we presented a novel approach which combines Hidden Markov
Model (HMM) and Answer Set Programming (ASP).

Regarding event detection on embedded platforms requires a model-free and an
inexpensive computational approach in order to have an easy and simple solution,
which allows an integration of a FPGA-based (Field Programmable Gate Array)
smart camera without the need of a bigger FPGA.

Therefore, the thesis presents a solution based on a foreground-background-
segmentation using Gaussian Mixture Models (GMM) to first detect people and
then analyze their main and ideal orientation using moments. This allows one to
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decide whether a person is staying still or lying on the floor. The system has a low
latency and a detection rate of 88% in our case study.

Another key of this algorithm is the use of GMMs for image segmentation. This
is not sensitive to the light and small movements in the background of a scene
and considers shadow detection that has an influence on the overall event detection
process.

Chapter 5 and Chapter 6 have demonstrated the e↵ectiveness of the proposed
approaches in comparison to the state-of-the-art and thus, the following question
is answered:

5. What are the novel solutions to the points a, b, c, d and e of Question
3?

There are di↵erent approaches of event detection and recognition and every approach
has its advantages and disadvantages. In this thesis, the limitations of the state-of-
the-art have been considered deeply. Every Chapter has illustrated the limitations
of every approach. The limitations of the methodological approaches for functional,
design and performance requirements of surveillance systems.

Additionally, the limitations of short term, long term, real-time and spatio-temporal
event detection under uncertainty have been addressed. Consequently, the limita-
tions of the existing context modeling techniques have been discussed. Chapter 3
and Chapter 4 have o↵ered every approach and have given the limitations of every
one comprehensively. Therefore, the following question is answered:

6. What are the limitations of the previous concepts in Q4?

Emotion detection systems gather participants’ emotions as well as proximity and
patterns of driver speech by processing the outputs from the sensors. The sen-
sors of an emotion recognition system should be low-cost, low-failure and should
be connected in a feasible way. Thus, the emotion detection system can be used
to understand the correlation and the impact of interactions and activities of the
emotions and behavior of individuals.

The thesis has discussed the taxonomies of uncertainty in audio based event detec-
tion. It summarizes the major origins of uncertainty and proposes the minimum
required features that should be extracted from the audio data to detect the emo-
tions of humans.

Another type of uncertainty in the model e.g. models could be e↵ected by noise and
the noise is possibly represented in the model, therefore, the model has a margin
of error where the decision is not always true. Finally, uncertainty in perception
e.g. sensors do not return exact or complete information about the world; a system
never knows exactly its position.

There is a major question to be asked. How does one deal with uncertainty in audio
surveillance systems? The answer consists of two main approaches: the implicit
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approach and the explicit approach. The implicit approach deals with uncertainty
by building procedures that are robust to uncertainty. The explicit approach deals
with uncertainty by building a model of the world that describes uncertainty about
its state, dynamics and observations. Then, we reason the e↵ect of actions given
the model.

Chapter 7 has considered the following: the basic concepts related to emotion and
its involvement in technical systems, the definition of an emotion, the importance
of emotion in a variety of technical systems, the consideration of emotion detection
as a particular event detection with the illustration of di↵erent scenarios.

In addition to this, the requirements of human voice based emotion detection
systems, the origin of uncertainty in human voice based emotion detection systems
and the general limitations of the related state-of-the-art in human voice based
emotion detection have been considered. Thus, the following question is answered:

7. What are the requirements of emotion detection in the frame of
human surveillance? What are the di↵erent forms of uncertainty
related to emotion detection? What are the limitations of the related
state-of-the-art?

An audio emotion recognition system will be useful for recognizing the emotion in
surveillance systems. In Chapter 7, we came to know that the acoustic information
combined with the Bayesian Quadratic Discriminant classifier (BQD) and emotion
recognition ideas can strengthen the power of the event detection process.

In this thesis, we gave attention to features that predominantly have a role in emo-
tion and omitted other features. The feature selection plays an important role
in recognizing the emotion in order to increase the performance in real-time. In
this work, we emphasized on performing the evaluation over di↵erent emotional
databases to check the robustness of the algorithms and to see the scalability of the
algorithms. Therefore,

8. A demo example of an audio based emotion detection has been designed.

The proposed solutions in this work can be used to build surveillance systems that detect
complex events quickly. However, the cost of storing surveillance data remains expensive.
The longer data is kept, the more storage is needed and in turn, the higher the cost. The
novel event detection reasoning concept systems can help to run on embedded platforms
and to store the su�cient required videos and delete others that are not important.

8.1 Outlook

An interesting research area in the future would be the use of Monte Carlo methods.
They provide approximate solutions to a variety of mathematical problems by performing
statistical sampling experiments. They can be loosely defined as statistical simulation
methods, where statistical simulation is defined in quite general terms to be any method
that uses sequences of random numbers to perform the simulation. Thus, Monte Carlo
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methods are a collection of di↵erent methods that all basically perform the same process,
e.g. Metropolis-Hastings algorithm and Gibbs-Sampling method. This process involves
performing many simulations using random numbers and probability to get an approxi-
mation of the answer to the problem [159].
Complexity simulation often gives better physical visibility of a complex system. Sup-

pose a dynamic phenomenon in which the behavior changes over time, e.g. the behavior
of objects in a surveillance system. Each change is such an event.
Using universal approximation theories can help to estimate the problem of finding the

function that best approximates the data. The quality of an approximation produced by
the learning system is measured by the loss function.
For each input that comes from the sensors of a surveillance system, the learning machine

should select a model that best describes the data. In other words, a method is needed
which approximates the sensor data to the best distribution which is known as a normal
behavior in the scene.
There are various model selection methods, e.g. analytical model selection via penaliza-

tion and model selection via re-sampling. The re-sampling approach has the advantage of
making no assumptions on the statistics of the data or the type of target function being
estimated. However, its main disadvantage is a high computational e↵ort.
Monte Carlo simulation approaches can do this and have the advantage of choosing the

right distribution of data despite of uncertainty in the sensor data [160].
The advantage of Monte Carlo simulation approaches compared to other analytical con-

cepts is that Monte Carlo is easier to deal with in simulations than analytical models.
Although, analytical models are deterministic, they usually involve simplifying assump-
tions to make the model analytically tractable. Such assumptions have to be justified
[160].
In the area of video surveillance systems, the search for the scene state providing the

maximum posterior probability is required to detect complex events with a high suc-
cess rate. The detected events can enable the computation of the dynamics likelihood
probability using event context.
Another research direction in the area of ADAS and emotion recognition systems could

be extensively using thermal imaging (is an extensively used in) to identify and recog-
nize persons under critical illumination conditions. When a subject experiences elevated
feelings of alertness, anxiety or fear, increased levels of adrenaline regulate blood flow.
The redistribution of blood showed in superficial blood vessels causes abrupt changes in
local skin temperature. This is readily apparent in the human face where the layer of
flesh is very thin. Therefore, mid- and far-infrared thermal cameras can be used to sense
temperature variations or signatures of the face from a certain distance.
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